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Executive Summary 

Alpine Testing Solutions (Alpine) and edCount, LLC (edCount) were contracted to conduct an 

Independent Verification of the Psychometric Validity of the Florida Standards Assessments 

όC{!ύΦ /ƻƭƭŜŎǘƛǾŜƭȅΣ ǘƘƛǎ ŜǾŀƭǳŀǘƛƻƴ ǘŜŀƳΩǎ ŎƘŀǊƎŜ ǿŀǎ ǘƻ ŎƻƴŘǳŎǘ ŀ ǊŜǾƛŜǿ ŀƴŘ ŀƴŀƭȅǎƛǎ ƻŦ ǘƘŜ 

development, production, administration, scoring and reporting of the grades 3 through 10 

English Language Arts (ELA), grades 3 through 8 Mathematics, and Algebra 1, Algebra 2, and 

Geometry End-of-Course assessments developed and administered in 2014-2015 by American 

Institutes for Research (AIR). To conduct the work, the Standards for Educational and 

Psychological Testing (AERA, APA, & NCME, 2014; Test Standards), along with other seminal 

sources from the testing industry including Educational Measurement, 4th ed. (Brennan, 2006) 

and the Handbook for Test Development (Downing & Haladyna, 2006) were the guidelines to 

which all work was compared and served as the foundation of the evaluation.  

As articulated in the Request for Offers, this investigation was organized into six separate 

studies; each study contributed to the overall evaluation of the FSA. These studies focused on 

evaluating several areas of evidence: 1) test items, 2) field testing, 3) test blueprint and 

construction, 4) test administration, 5) scaling, equating and scoring, and 6) specific questions 

of psychometric validity. For each of the six studies, the evaluation used a combination of 

document and data review, data collection with Florida educators, and discussions with staff 

from the Florida Department of Education (FLDOE) and its testing vendors. Although organized 

into separate studies, the synthesis of the results formed the basis for our findings, 

commendations, recommendations, and conclusions that emerged in this report. 

This Executive Summary provides a high-level summary of the evaluation work including results 

of each of the six studies along with the overall findings and recommendations.  In the body of 

the report, further detail for each of the six studies is provided, including the data and evidence 

collected, the interpretation of the evidence relative to the Test Standards and industry 

practice, findings, commendations, and recommendations. Following the discussion of the 

studies individually, we provide a synthesis of recommendations along with conclusions from 

the evaluation regarding the psychometric validity of the FSA scores for their intended uses.  

Summary of the Evaluation Work 

The process of validation refers not to a test or scores but 

rather to the uses of test scores. By reviewing a collection of 

evidence gathered throughout the development and 

implementation of a testing program, an evaluation can 

provide an indication of the degree to which the available 

evidence supports each intended use of test scores. As such, 

the evaluation of the FSA program began with the 

identification of the uses and purposes of the tests. Per legislation and as outlined within 

C[5h9Ωǎ Assessment Investigation (2015) document, FSA scores will contribute to decisions 

ά9ǾƛŘŜƴŎŜ ƻŦ ǘƘŜ ǾŀƭƛŘƛǘȅ ƻŦ ŀ 

given interpretation of test 

scores for a specified use is a 

necessary condition for the 

ƧǳǎǘƛŦƛŀōƭŜ ǳǎŜ ƻŦ ǘƘŜ ǘŜǎǘέ 

(Test Standards, 2014, p. 11). 
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made regarding students, teachers, schools, districts, and the state. These uses across multiple 

levels of aggregation incorporate FSA data taken from a single year as well as measures of 

student growth from multiple years of data. 

To consider the validity of each of these uses, the evaluation team worked with FLDOE and AIR 

to collect available documentation and information regarding each of the FSA program 

activities within the six studies. These materials were supplemented by regular communication 

via email and phone as well as interviews with relevant staff. Together, the evaluation team, 

FLDOE, and AIR worked together to identify key data points relevant to the evaluation. In 

addition, the evaluation team collected data related to the FSA items and the FSA 

administrations through meetings with Florida educators and a survey of district assessment 

coordinators.  

This evidence was then compared to industry standards of best practice using sources like the 

Test Standards as well as other key psychometric texts. For each of the six studies, this 

comparison of evidence to standards provided the basis for the findings, recommendations, 

and commendations. These results were then evaluated together to reach overall conclusions 

regarding the validity evidence related to the use of FSA scores for decision-making at the levels 

of student, teacher, school, district, and state. 
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Evaluation of Test Items  

This evaluation study is directly connected to the question of whether FSA follows procedures 

that are consistent with the Test Standards in the development of test items.  This study 

included a review of test materials and included analyses of the specifications and fidelity of the 

development processes.  

Findings 

¢ƘŜ ǊŜǾƛŜǿ ƻŦ C{!Ωǎ ǇǊŀŎǘƛŎŜǎ ŀƭƭƻǿŜŘ ǘƘŜ ŜǾŀƭǳŀǘƛƻƴ ǘŜŀƳ ǘƻ ŜȄǇƭƻǊŜ Ƴŀƴȅ ŀǎǇŜŎǘǎ ƻŦ ǘƘŜ C{! 

program. Except for the few noted areas of concern below, the methods and procedures used 

for the development and review of test items for the FSA were found to be in compliance with 

the Test Standards and with commonly accepted standards of practice.  

Commendations 

¶ Processes used to create and review test items are consistent with common approaches 

to assessment development. 

¶ Methods for developing and reviewing the FSA items for content and bias were consistent 

with the Test Standards and followed sound measurement practices. 

Recommendations: 

Recommendation 1.1 Phase out items from the spring 2015 administration and use items 

written to specifically target Florida standards. 

Every item that appears on the FSA was reviewed by Florida content and psychometric experts 

to determine content alignment with the Florida standards; however, the items were originally 

written to measure the Utah standards rather than the Florida standards. While alignment to 

Florida standards was confirmed for the majority of items reviewed via the item review study, 

many were not confirmed, usually because these items focused on slightly different content 

within the same anchor standards. It would be more appropriate to phase-out the items 

originally developed for use in Utah and replace them with items written to specifically target 

the Florida standards.  

Recommendation 1.2 Conduct an independent alignment study 

FLDOE should consider conducting an external alignment study on the entire pool of items 

appearing on future FSA assessments to ensure that items match standards. Additionally such a 

review could consider the complexity of individual items as well as the range of complexity 

across items and compare this information to the intended complexity levels by item as well as 

grade and content area. Further, the specifications for item writing relating to cognitive 

complexity should be revisited and items should be checked independently for depth of 

knowledge (DOK) prior to placement in the FSA item pool. 
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Recommendation 1.3 The FLDOE should conduct a series of cognitive labs 

FLDOE should consider conducting cognitive laboratories, cognitive interviews, interaction 

studies involving the capture and analysis of data about how students engage with test items 

during administration, or other ways to gather response process evidence during the item 

development work over the next year. 
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Evaluation of Field Testing 

Appropriate field testing of test content is a critical step for many testing programs to help 

ensure the overall quality of the assessment items and test forms.  For this evaluation, the item 

development was started as part of the Utah Student Assessment of Student Growth and 

Excellence (SAGE) assessment program. Therefore, this study began with a review of the field 

testing practices that were followed for SAGE.  The evaluation team also completed a review of 

the procedures that were followed once the SAGE assessments were licensed and the steps 

followed to identify items for the FSA.   

Findings 

For this study, the policies and procedures used in the field testing of test forms and items were 

evaluated and compared to the expectations of the Test Standards and industry best practices. 

While the FSA field testing was completed through a nontraditional method, the data collected 

and the review procedures that were implemented were consistent with industry-wide 

practices. The rationale and procedures used in the field testing provided appropriate data and 

information to support the development of the FSA test, including all components of the test 

construction, scoring, and reporting.   

Commendations 

¶ The field test statistics in Utah were collected from an operational test administration, 

thus avoiding questions about the motivation of test takers. 

¶ During the Utah field testing process, the statistical performance of all items was 

reviewed to determine if the items were appropriate for use operationally.  

¶ Prior to use of the FSA, all items were reviewed by educators knowledgeable of Florida 

students and the Florida Standards to evaluate whether the items were appropriate for 

use within the FSA program. 

¶ After the FSA administration, all items went through the industry-expected statistical and 

content reviews to ensure accurate and appropriate items were delivered as part of the 

FSA.   

Recommendations 

Recommendation 2.1 Further documentation and dissemination on the review and 

acceptance of Utah state items. 

The FLDOE should finalize and publish documentation that provides evidence that the FSA 

followed testing policies, procedures, and results that are consistent with industry 

expectations.  While some of this documentation could be delayed due to operational program 

constraints that are still in process, other components could be documented earlier. Providing 

this information would be appropriate so that Florida constituents can be more fully informed 

about the status of the FSA.   
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Evaluation of Test Blueprints and Construction 

This study evaluated evidence of test content and testing consequences related to the 

evaluation of the test blueprint and construction. This study focused on the following areas of 

review: 

a) Review of the process for the test construction, 

b) Review of the test blueprints to evaluate if the blueprints are sufficient for the intended 

purposes of the test, 

c) Review of the utility of score reports for stakeholders by considering: 

i. Design of score reports for stakeholder groups 

ii. Explanatory text for appropriateness to the intended population 

d) Information to support improvement of instruction 

Findings 

DƛǾŜƴ ǘƘŀǘ ǘƘŜ нлмр C{! ǿŀǎ ŀƴ ŀŘŀǇǘŀǘƛƻƴ ƻŦ ŀƴƻǘƘŜǊ ǎǘŀǘŜΩǎ ŀǎǎŜǎǎƳŜƴǘǎΣ ƳǳŎƘ ƻŦ ǘƘŜ 

documentation about test development came from that other state. This documentation 

reflects an item development process that meets industry standards, although the 

documentation does not appear to be well represented in the body of technical documentation 

AIR offers. Likewise, the documentation of the original blueprint development process appears 

to have been adequate, but that information had to be pieced together with some diligence. 

The documentation about the process FLDOE undertook to adapt the blueprints and to select 

from the pool of available items reflects what would have been expected during a fast 

adaptation process.  

The findings from the blueprint evaluation, when considered in combination with the item 

review results from Study 1, indicate that the blueprints that were evaluated (grades 3, 6, and 

10 for English Language Arts, grades 4 and 7 for Math, and Algebra 1) do conform to the 

blueprint in terms of overall content match to the expected Florida standards. However, the 

lack of any cognitive complexity expectations in the blueprints mean that test forms could 

potentially include items that do not reflect the cognitive complexity in the standards and could 

vary in cognitive complexity across forms, thus allowing for variation across students, sites, and 

time.  

In regards to test consequences and the corresponding review of score reporting materials, 

insufficient evidence was provided. The individual score reports must include scale scores and 

indicate performance in relation to performance standards. The performance level descriptors 

must be included in the report as must some means for communicating error. Currently, due to 

the timing of this study, this information is not included within the drafted FSA score reports. 

Given the timing of this review, FLDOE and AIR have yet to develop interpretation guides for 

the score reports. These guides typically explicate a deeper understanding of score 
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interpretation such as what content is assessed, what the scores represent, score precision, and 

intended uses of the scores.  

Commendations   

¶ FLDOE clearly worked intensely to establish an operational assessment in a very short 

timeline and worked on both content and psychometric concerns. 

Recommendations 

Recommendation 3.1 FLDOE should finalize and publish 

documentation related to test blueprint construction. Much of 

the current process documentation is fragmented among 

multiple data sources. Articulating a clear process linked to the 

intended uses of the FSA test scores provides information to 

support the validity of the intended uses of the scores.  

Recommendation 3.2 FLDOE should include standard specific cognitive complexity 

expectations (DOK) in each grade-level content area blueprint. While FLDOE provides 

percentage of points by depth of knowledge (DOK) level in the mathematics and ELA test design 

summary documents, this is insufficient to guide item writing and ensure a match between 

item DOK and expected DOK distributions.  

Recommendation 3.3 FLDOE should document the process through which the score reports 

and online reporting system for various stakeholders was developed, reviewed, and 

incorporated usability reviews, when appropriate. Given the timing of this evaluation, the 

technical documentation outlining this development evidence for the FSA score reports was 

incomplete.  

Recommendation 3.4 FLDOE should develop interpretation guides to accompany the score 

reports provided to stakeholders. The guides should include information that supports the 

appropriate interpretation of the scores for the intended uses, especially as it relates to the 

impact on instruction. 

 
  

Finalizing and publishing 

documentation related to 

test blueprint construction 

is highly recommended.  
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Evaluation of Test Administration  

Prior to beginning the FSA evaluation, a number of issues related to the spring 2015 FSA 

administration were identified. These issues ranged from DDoS attacks, student login issues, 

and difficulty with the test administration process.  The evaluation team gathered further 

information about all of these possible issues through reviews of internal documents from the 

FLDOE and AIR, data generated by the FLDOE and AIR, and focus groups and surveys with 

Florida district representatives.   

Findings 

The spring 2015 FSA administration was problematic. Problems were encountered on just 

about every aspect of the administration, from the initial training and preparation to the 

delivery of the tests themselves.  Information from district administrators indicate serious 

systematic issues impacting a significant number of students, while statewide data estimates 

the impact to be closer to 1 to 5% for each test.  The precise magnitude of the problems is 

difficult to gauge with 100% accuracy, but the evaluation team can reasonably state that the 

spring 2015 administration of the FSA did not meet the normal rigor and standardization 

expected with a high-stakes assessment program like the FSA.   

Commendations 

¶ Throughout all of the work of the evaluation team, one of the consistent themes amongst 

people the team spoke with and the surveys was the high praise for the FLDOE staff 

members who handled the day-to-day activities of the FSA.  Many individuals took the 

time to praise their work and to point out that these FLDOE staff members went above 

and beyond their normal expectations to assist them in any way possible.   

Recommendations  

Recommendation 4.1 FLDOE and its vendors should be more proactive in the event of test 

administration issues.   

Standard 6.3 from the Test Standards emphasizes the need for comprehensive documentation 

and reporting anytime there is a deviation from standard administration procedures.  It would 

be appropriate for the FLDOE and its vendors to create contingency plans that more quickly 

react to any administration-related issues with steps designed to help ensure the reliability, 

validity, and fairness of the FSAs.   

Recommendation 4.2 FLDOE and its FSA partners should engage with school districts in a 

communication and training program throughout the entire 2015-16 academic year.   

The problematic spring 2015 FSA administration has made many individuals involved with the 

administration of the FSA to be extremely skeptical of its value.  Given this problem, the FLDOE 

and its partners should engage in an extensive communication and training program 
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throughout the entire academic year to inform its constituents of the changes that have been 

made to help ensure a less troublesome administration in 2016.   

Recommendation 4.3 The policies and procedures developed for the FSA administration 

should be reviewed and revised to allow the test administrators to more efficiently deliver 

the test, and when required, more efficiently resolve any test administration issues. 

Test administration for all FSAs should be reviewed to determine ways to better communicate 

policies to all test users.  The process for handling any test administration issues during the live 

test administration must also be improved. Improved Help desk support should be one 

essential component.   
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Evaluation of Scaling, Equating, and Scoring  

This study evaluated the processes for scaling, calibrating, equating, and scoring the FSA. The 

evaluation team reviewed the rationale and selection of psychometric methods and procedures 

that are used to analyze data from the FSA. It also included a review of the proposed 

methodology for the creation of the FSA vertical scale.   

Findings 

Based on the documentation and results available, acceptable procedures were followed and 

sufficient critical review of results was implemented. In addition, FLDOE and AIR solicited input 

from industry experts on various technical aspects of the FSA program through meetings with 

ǘƘŜ C[5h9Ωǎ ¢ŜŎƘƴƛŎŀƭ !ŘǾƛǎƻǊȅ /ƻƳƳƛǘǘŜŜ ό¢!/ύΦ  

Commendations 

¶ Although AIR committed to the development of the FSA program within a relatively short 

timeframe, the planning, analyses, and data review related to the scoring and calibrations 

of the FSA (i.e., the work that has been completed to date) did not appear to be 

negatively impacted by the time limitations. The procedures outlined for these activities 

followed industry standards and were not reduced to fit within compressed schedules. 

Recommendation 

Recommendation 5.1 - Documentation of the computer-based scoring procedures, like those 

used for some of the FSA technology-enhanced items as well as that used for the essays, 

should be provided in an accessible manner to stakeholders and test users. 

AIR uses computer-based scoring technology (i.e., like that used for the FSA technology-

enhanced items and essays). Therefore, for other programs in other states, the documentation 

around these scoring procedures should already exist and be available for review (e.g., scoring 

algorithms for FSA technology-enhanced items was embedded within patent documents).  
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Specific Psychometric Validity Questions  

This study evaluated specific components of psychometric validity that in some instances 

aligned with other studies in the broader evaluation. The evaluation team considered multiple 

sources of evidence, including judgmental and empirical characteristics of the test and test 

items, along with the psychometric models used.  This study also included a review of the 

methodology compiled for linking the FSA tests to the FCAT 2.0.   

Findings  

During the scoring process, the statistical performance of all FSA items were evaluated to 

determine how well each item fit the scoring model chosen for the FSA and that the items fit 

within acceptable statistical performance.  In regards to the linking of scores for grade 10 ELA 

and Algebra 1, FLDOE and AIR implemented a solution that served the purpose and 

requirement determined by the state. While some concerns about the requirements for linking 

the FSA to the FCAT were raised, the methodology used was appropriate given the parameters 

of the work required.    

Commendations 

¶ Given an imperfect psychometric situation regarding the original source of items and the 

reporting requirements, AIR and FLDOE appear to have carefully found a balance that 

delivered acceptable solutions based on the FSA program constraints. 

Recommendation 

Recommendation 6.1 The limitations of the interim passing scores for the grade 10 ELA and 

Algebra 1 tests should be more clearly outlined for stakeholders.  

Unlike the passing scores used on FCAT 2.0 and those that will be used for subsequent FSA 

administrations, the interim passing scores were not established through a formal standard 

setting process and therefore do not represent a criterion-based measure of student 

knowledge and skills. The limitations regarding the meaning of these interim passing scores 

should be communicated to stakeholders. 
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Conclusions 

As the evaluation team has gathered information and data about the Florida Standards 

Assessments (FSA), we note a number of commendations and recommendations that have 

been provided within the description of each of the six studies. The commendations note areas 

of strength while recommendations represent opportunities for improvement and are primarily 

focused on process improvements, rather than conclusions related to the test score validation 

question that was the primary motivation for this project.   

As was described earlier in the report, the concept of validity is explicitly connected to the 

intended use and interpretation of the test scores. As a result, it is not feasible to arrive at a 

ǎƛƳǇƭŜ ¸Ŝǎκbƻ ŘŜŎƛǎƛƻƴ ǿƘŜƴ ƛǘ ŎƻƳŜǎ ǘƻ ǘƘŜ ǉǳŜǎǘƛƻƴ άLǎ ǘƘŜ ǘŜǎǘ ǎŎƻǊŜ ǾŀƭƛŘΚέ  LƴǎǘŜŀŘΣ ǘƘŜ 

multiple uses of the FSA must be considered, and the question of validity must be considered 

separately for each. Another important consideration in the evaluation of validity is that the 

concept is viewed most appropriately as a matter of degree rather than as a dichotomy.  As 

evidence supporting the intended use accumulates, the degree of confidence in the validity of a 

given test score use can increase or decrease. For purposes of this evaluation, we provide 

specific conclusions for each study based on the requested evaluative judgments and then 

frame our overarching conclusions based on the intended uses of scores from the FSA. 

Study-Specific Conclusions 

The following provide conclusions from each of the six studies that make up this evaluation. 

Conclusion #1 ï Evaluation of Test Items 

When looking at the item development and review processes that were followed with the FSA, 

the policies and procedures that were followed are generally consistent with expected 

practices as described in the Test Standards and other key sources that define best practices 

in the testing industry. Specifically, the test items were determined to be error free, unbiased, 

and were written to support research-based instructional methodology, use student- and 

grade-appropriate language as well as content standards-based vocabulary, and assess the 

applicable content standard. 

Conclusion #2 ï Evaluation of Field Testing 

Following a review of the field testing rationale, procedure, and results for the FSA, the 

methods and procedures that were followed are generally consistent with expected practices 

as described in the Test Standards and other key sources that define best practices in the 

testing industry. Specifically, the field testing design, process, procedures, and results support 

an assertion that the sample size was sufficient and that the item-level data were adequate to 

support test construction, scoring, and reporting for the purposes of these assessments. 
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Conclusion #3 ï Evaluation of Test Blueprint and Construction  

When looking at the process for the development of test blueprints, and the construction of 

FSA test forms, the methods and procedures that were followed are generally consistent with 

expected practices as described in the Test Standards.  The initial documentation of the item 

development reflects a process that meets industry standards, though the documentation 

could be enhanced and placed into a more coherent framework.  Findings also observed that 

the blueprints that were evaluated do reflect the Florida Standards in terms of overall content 

match, evaluation of intended complexity as compared to existing complexity was not possible 

due to a lack of specific complexity information in the blueprint.  Information for testing 

consequences, score reporting, and interpretive guides were not included in this study as the 

score reports with scale scores and achievement level descriptors along with the accompanying 

interpretive guides were not available at this time.    

Conclusion #4 ï Evaluation of Test Administration 

Following a review of the test administration policies, procedures, instructions, 

implementation, and results for the FSA, with some notable exceptions, the intended policies 

and procedures that were followed are generally consistent with expected practices as 

described in the Test Standards and other key sources that define best practices in the testing 

industry. Specifically, some aspects of the test administration, such as the test delivery engine, 

and the instructions provided to administrators and students, were consistent with other 

comparable programs. However, for a variety of reasons, the spring 2015 FSA test 

administration was problematic, with issues encountered on multiple aspects of the computer-

based test (CBT) administration. These issues led to significant challenges in the administration 

of the FSA for some students, and as a result, these students were not presented with an 

opportunity to adequately represent their knowledge and skills on a given test.   

Conclusion #5 ï Evaluation of Scaling, Equating, and Scoring 

Following a review of the scaling, equating, and scoring procedures and methods for the FSA, 

and based on the evidence available at the time of this evaluation, the policies, procedures, 

and methods are generally consistent with expected practices as described in the Test 

Standards and other key sources that define best practices in the testing industry. Specifically, 

the measurement model used or planned to be used, as well as the rationale for the models 

was considered to be appropriate, as are the equating and scaling activities associated with the 

FSA. Note that evidence related to content validity is included in the first and third conclusions 

above and not repeated here. There are some notable exceptions to the breadth of our 

conclusion for this study. Specifically, evidence was not available at the time of this study to be 

able to evaluate evidence of criterion, construct, and consequential validity. These are areas 

where more comprehensive studies have yet to be completed. Classification accuracy and 

consistency were not available as part of this review because achievement standards have not 

yet been set for the FSA.   
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Conclusion #6 ï Evaluation of Specific Psychometric Validity Questions 

Following a review of evidence for specific psychometric validity questions for the FSA, the 

policies, methods, procedures, and results that were followed are generally consistent with 

expected practices as described in the Test Standards and other key sources that define best 

practices in the testing industry with notable exceptions. Evidence related to a review of the 

FSA items and their content are noted in the first conclusion above and not repeated here. The 

difficulty levels and discrimination levels of items were appropriate and analyses were 

conducted to investigate potential sources of bias. The review also found that the psychometric 

procedures for linking the FSA Algebra 1 and Grade 10 ELA with the associated FCAT 2.0 tests 

were acceptable given the constraints on the program.   

Cross-Study Conclusions 

Because validity is evaluated in the context of the intended uses and interpretations of scores, 

the results of any individual study are insufficient to support overall conclusions. The following 

conclusions are based on the evidence compiled and reviewed across studies in reference to 

the intended uses of the FSAs both for individual students and for aggregate-level information. 

Conclusion #7 ï Use of FSA Scores for Student-Level Decisions 

With respect to student level decisions, the evidence for the paper and pencil delivered exams 

support the use of the FSA at the student level.  For the CBT FSA, the FSA scores for some 

students will be suspect.  Although the percentage of students in the aggregate may appear 

small, it still represents a significant number of students for whom critical decisions need to 

be made.  Therefore, test scores should not be used as a sole determinant in decisions such as 

the prevention of advancement to the next grade, graduation eligibility, or placement into a 

remedial courseΦ IƻǿŜǾŜǊΣ ǳƴŘŜǊ ŀ άƘƻƭŘ ƘŀǊƳƭŜǎǎέ ǇƘƛƭƻǎƻǇƘȅΣ ƛŦ ǎǘǳŘŜƴǘǎ ǿŜǊŜ ŀōƭŜ ǘƻ 

complete their tests(s) and demonstrate performance that is considered appropriate for an 

outcome that is beneficial to the student (i.e., grade promotion, graduation eligibility), it would 

appear to be appropriate that these test scores could be used in combination with other 

ǎƻǳǊŎŜǎ ƻŦ ŜǾƛŘŜƴŎŜ ŀōƻǳǘ ǘƘŜ ǎǘǳŘŜƴǘΩǎ ŀōƛƭƛǘȅΦ ¢Ƙƛǎ ŎƻƴŎƭǳǎƛƻƴ ƛǎ primarily based on 

observations of the difficulties involved with the administration of the FSA.  

Conclusion #8 ï Use of Florida Standards Assessments Scores for Group-Level Decisions 

In reviewing the collection of validity evidence from across these six studies in the context of 

group level decisions (i.e., teacher, school, district or state) that are intended uses of FSA 

scores, the evidence appears to support the use of these data in the aggregate. This 

conclusion is appropriate for both the PP and the CBT examinations.  While the use of FSA 

scores for individual student decisions should only be interpreted in ways that would result in 

student outcomes such as promotion, graduation, and placement, the use of FSA test scores at 

an aggregate level does appear to still be warranted. Given that the percentage of students 
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with documented administration difficulties remained low when combining data across 

students, schools and districts, it is likely that aggregate level use would be appropriate. 

The primary reason that aggregate level scores are likely appropriate for use is the large 

number of student records involved. As sample sizes increase and approach a census level, and 

we consider the use of FSA at the district or state level, the impact of a small number of 

students whose scores were influenced by administration issues should not cause the mean 

score to increase or decrease significantly. However, cases may exist where a notably high 

percentage of students in a given classroom or school were impacted by any of these test 

administration issues.  It would be advisable for any user of aggregated test scores strongly 

consider this possibility, continue to evaluate the validity of the level of impact, and implement 

appropriate policies to consider this potential differential impact across different levels of 

aggregation.   
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Florida Standards Assessment Background 

At the beginning of 2013, the state of Florida was a contributing member to the Partnership for 

Assessment of Readiness for College and Careers (PARCC) consortia.  However, in August of 

нлмпΣ DƻǾŜǊƴƻǊ wƛŎƪ {Ŏƻǘǘ ŎƻƴǾŜƴŜŘ ŀ ƎǊƻǳǇ ƻŦ ǘƘŜ ǎǘŀǘŜΩǎ ƭŜŀŘƛƴƎ ŜŘǳŎŀǘƻǊǎ ǿƘƻ ŎƻƳǇƭŜǘŜŘ ŀ 

review of the Common Core State Standards and its application to Florida schools.  Shortly after 

this summit, Governor Scott announced that that Florida would remove itself from the PARCC 

consortia and pursue an assessment program focused solely on Florida standards.   

In February of 2014, changes to the Florida Standards were approved by the Florida State Board 

of Education.  These new standards were designed to encourage a broader approach to student 

learning and to encourage deeper and more analytic thinking on the part of students.   

In March of 2014, Florida began a contract with the American Institutes for Research (AIR) for 

the development of the Florida Standards Assessments (FSA) program.  AIR was selected 

through a competitive bidding process that began in October of 2013 with the release of an 

Invitation to Negotiate by the Florida Department of Education (FLDOE).   

The FSA program consists of grades 3-10 English Language Arts (ELA; grade 11 ELA was 

originally included as well), grades 3-8 Math, and end-of-course (EOC) tests for Algebra 1, 

Geometry, and Algebra 2. The ELA assessments consist of Reading and Writing assessments 

which are administered separately but combined for scoring and reporting, except for Grade 3 

which only includes Reading. The FSA program consists of a combination of both paper-and-

pencil (PP) and computer-based tests (CBT) depending on the grade level and the content area. 

Additionally accommodated versions of the tests were also prepared for students with 

disabilities (SWD). 

In April of 2014, it was announced that the items that would comprise the 2014-15 FSA would 

be licensed from the state of UtahΩǎ {ǘǳŘŜƴǘ !ǎǎŜǎǎƳŜƴǘ ƻŦ DǊƻǿǘƘ ŀƴŘ 9ȄŎŜƭƭŜƴŎŜ ό{!D9ύ 

program.  All items would be field tested with Utah students as part of their 2014 operational 

test administration.  The process of reviewing and approving the items began immediately, and 

culminated later in 2014 with the creation of the first FSA test forms.   

Throughout the 2014-15 academic year, FLDOE in collaboration with AIR and Data Recognition 

Corporation (DRC), the vendor responsible for the scoring of FSA Writing responses as well as 

the materials creation, distribution and processing for the PP tests, provided training materials 

to Florida schools and teachers.  These materials were provided through a combination of 

materials on the FLDOE website, webinars, and in-person workshops.   

The administration of the FSA tests began on March 2, 2015 with the Writing tests and 

concluded on May 15, 2015 with the EOCs.    
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Legislative Mandate 

Florida House Bill 7069, passed in April 2015, mandated an independent evaluation of the FSA 

program and created a panel responsible for selecting the organization for which Florida would 

partner for the work. The panel is comprised of three members: one appointed by the 

Governor of Florida, one appointed by the President of the Florida Senate, and the third 

appointed by the Speaker of the Florida House of Representatives.  The charge for this project 

was to conduct a review of the development, production, administration, scoring and reporting 

of the grades 3-10 ELA, grades 3-8 Math, and Algebra 1, Algebra 2, and Geometry EOC 

assessments.    

Florida Standards Assessment Timeline 

Table 1 outlines the major milestones that led up to or were part of the development of the FSA 

assessments, including those related to the legislative mandate the outlined the current 

evaluation work. 

Table 1. Timeline of Florida Standards Assessment-Related Activities. 

Date Action 

2010 

Florida State Board of Education voted to adopt the Common Core 
State Standards (CCSS) with a four-phase implementation plan 
beginning in the 2011-12 school year with full implementation to 
occur during the 2014-15 school year. 

December 2010 

Florida is announced as one of 13 states acting as governing states 
for the Partnership for Assessment Readiness for College and Careers 
(PARCC) consortium. 

August 2013 

DƻǾŜǊƴƻǊ wƛŎƪ {Ŏƻǘǘ ŎƻƴǾŜƴŜŘ ǘƘŜ ǎǘŀǘŜΩǎ ǘƻǇ ŜŘǳŎŀǘƛƻƴ ƭŜŀŘŜǊǎ ŀƴŘ 
bipartisan stakeholders to discuss the sustainability and transparency 
ƻŦ ǘƘŜ ǎǘŀǘŜΩǎ ŀŎŎƻǳƴǘŀōƛƭƛǘȅ ǎȅǎǘŜƳ ƛƴ ŀ ǘƘǊŜŜ-day accountability 
summit. 

September 2013 

Using input from the summit, Governor Scott issued Executive Order 
13-276, which (among other requirements): 

¶ Tasked the Commissioner of Education to recommend to the 
State Board of Education the establishment of an open 
process to procure Florida's next assessment by issuing a 
competitive solicitation; 

¶ LƴƛǘƛŀǘŜŘ CƭƻǊƛŘŀΩǎ ŘŜǇŀǊǘǳǊŜ ŦǊƻƳ ǘƘŜ ƴŀǘƛƻƴŀƭ t!w// 
consortium as its fiscal agent, to ensure that the state would 
be able to procure a test specifically designed foǊ CƭƻǊƛŘŀΩǎ 
needs without federal intervention. 

October 2013 Invitation to Negotiate was posted for public review 
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Date Action 

February 2014 

State Board of Education approved changes to the standards that 
reflected the input from public comments about the standards, which 
resulted from public hearings around the state and thousands of 
comments from Floridians. 

March 2014 

An evaluation team reviewed five proposals and narrowed the choice 
to three groups. Subsequently, a negotiation team unanimously 
recommended the not-for-profit American Institutes for Research 
(AIR). 

May 2014 
Commissioner of Education releases the 2014-2015 Statewide 
Assessment Schedule 

June 3, 2014 AIR Contract executed 

December 1-19, 2014 
and January 5-

February 13, 2014 

Grades 4-11 CBT Writing Component Field test  

February 24, 2015 
Governor Rick Scott signs Executive Order 15-31 to suspend the 
Grade 11 Florida Standards Assessment for English Language Arts 

March 2, 2015 Operational FSA Testing begins with grades 8-10 Writing 

April 14, 2015 

House Bill 7069 is signed by Governor Rick Scott.  It creates a panel to 
select an independent entity to conduct a verification of the 
psychometric validity of the Florida Standards Assessments. 

May 15, 2015 Operational FSA testing concludes 

May 15, 2015 
Request for Offers for the Independent Verification of the 
Psychometric Validity for the Florida Standards Assessment is issued 

May 18, 2015 
FLDOE announces that districts are to calculate final course grades 
and make promotion decisions for Algebra 1, Algebra 2, and 
Geometry without regard to the 30% requirement for the FSAs. 

May 29, 2015 
Alpine Testing Solutions and edCount LLC are selected to perform 
independent validation study 

June 5, 2015 Alpine Testing Solutions contract executed 

August 31, 2015 Alpine and edCount deliver final report to  FLDOE 
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Evaluation Design 

As requested for the project, our approach to the 

independent investigation of the FSA was framed by the 

Standards for Educational and Psychological Testing 

(AERA, APA, & NCME, 2014; Test Standards). For 

assessment programs, the Test Standards require that 

test sponsors develop not only an explicit definition of 

the intended uses and interpretations of the test scores, but also a comprehensive collection of 

evidence to support these infeǊŜƴŎŜǎ ŀƴŘ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴǎΦ άLǘ ƛǎ ƴƻǘ ǘƘŜ ǘŜǎǘ ǘƘŀǘ ƛǎ ǾŀƭƛŘŀǘŜŘΣ 

and it is not the test scores that are validated. It is the claims and decisions based on the test 

ǊŜǎǳƭǘǎ ǘƘŀǘ ŀǊŜ ǾŀƭƛŘŀǘŜŘέ όYŀƴŜΣ нллсΣ Ǉp. 59-60). For assessment programs like FSA, validity 

evidence that links the assessment development and program activities to the intended uses of 

the scores is critical.  

Validity is evaluated by considering each of the intended uses of test scores separately along 

with the evidence that has been collected throughout the lifespan of a program in support of 

ǎǳŎƘ ǘŜǎǘ ǳǎŜǎΦ ά¢ƘŜ ǘŜǎǘ ŘŜǾŜƭƻǇŜǊ ƛǎ ŜȄǇŜŎǘŜŘ ǘƻ ƳŀƪŜ ŀ ŎŀǎŜ ŦƻǊ ǘƘŜ ǾŀƭƛŘƛǘȅ ƻŦ ǘƘŜ ƛƴǘŜƴŘŜŘ 

uses and interpretationsέ (Kane, 2006, p. 17). As such, the role of this investigation is to 

consider the validity evidence available in support of each use of the FSA test scores, as 

outlined by FLDOE, and to compare this evidence to that required by the Test Standards and 

other significant works within the field of psychometrics. Based on this comparison of available 

FSA-related evidence to that prescribed by industry standards, the evaluation team provides 

recommendations, commendations, and conclusions about the validity of the intended uses of 

the 2014-15 FSA test scores.  

It is important to emphasize that validity is a matter of degree and is not an inherent property 

of a test. Validity is evaluated in the context of the intended interpretations and uses of the test 

scores and the capacity of the evidence to support the respective interpretation.  

Intended Uses of the Florida Standards Assessments 

Developing or evaluating an assessment program begins with an explicit determination of the 

intended interpretations and uses of the resultant scores.  For this evaluation, the intended 

uses and interpretations of FSA scores serve as the context for integrating the sources of 

evidence from the evaluation to then form recommendations, commendations, and 

conclusions. To lay the groundwork for readers to better understand and interpret the findings 

that are reported in the remaining sections of the report, we provide an overview of the 

intended uses of the FSA scores as well the source for the associated mandates for each use. 

ά±ŀƭƛŘƛǘȅ ǊŜŦŜǊǎ ǘƻ ǘƘŜ ŘŜƎǊŜŜ ǘƻ 

which evidence and theory 

support the interpretations of test 

ǎŎƻǊŜǎ ŦƻǊ ǇǊƻǇƻǎŜŘ ǳǎŜǎ ƻŦ ǘŜǎǘǎΦέ 

(Test Standards, 2014, p. 11)  
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The process of evaluating an assessment and its 

associated validity evidence is directly related to 

the intended uses of the scores. Validity refers to 

these specific uses rather than a global 

determination of validity for an assessment 

program. As such, it is possible that the validity 

evidence supports one specific use of scores from 

an assessment while is insufficient for another. 

Like many state assessment programs, FSA includes a number of intended uses of scores with 

varying stakes for individuals or groups. The FSA is intended to be used to make decisions 

related to students. In addition, student-level results, both for the current year as well as for 

progress across years, are then to be aggregated to make decisions related to teachers, schools, 

districts, and the state. 

More information related to the details of these uses at varying levels, as well as the associated 

state statutes that outline and mandate these uses can be found in C[5h9Ωǎ Assessment 

Investigation February 2015 document which can be accessed at 

http://www.fldoe.org/core/fileparse.php/12003/urlt/CommAssessmentInvestigationReport.pdf 

Table 2 provides a summary of these intended uses of the FSA and notes the uses for which 

modifications have been made for 2014-15 as the first year of the program. 

ά{ǘŀƴŘŀǊŘ мΦнΥ ! ǊŀǘƛƻƴŀƭŜ ǎƘƻǳƭŘ ōŜ 

presented for each intended interpretation 

of test scores for a given use, together with 

a summary of the evidence and theory 

bearing on the intended interpretationΦέ 

(Test Standards, 2014, p. 23) 

 

http://www.fldoe.org/core/fileparse.php/12003/urlt/CommAssessmentInvestigationReport.pdf
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Table 2. Intended Uses of the Florida Standards Assessments (FSA) Scores 

    Individual Student Teacher School District  State 
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Content Area 

  

Grade 

English/ 
Language 

Arts 

3 a 
  

a a a a a a 

4    
a a a a a a 

5    
a a a a a a 

6 
   

a a a a a a 

7 
   

a a a a a a 

8 
   

a a a a a a 

9 
   

a a a a a a 

10 
 

a 
 

a a a a a a 

Mathematics 

3 
   

a a a a a a 

4 
   

a a a a a a 

5 
   

a a a a a a 

6 
   

a a a a a a 

7 
   

a a a a a a 

8 
   

a a a a a a 

Algebra 1 
 

a a a a a a a a 

Geometry 
  

a a a a a a a 

Algebra 2 
  

a a a a a a a 

 

Studies within the Evaluation 

In accordance with the Request for Offers, the investigation of the psychometric validity of the 

FSA has been organized to include six separate studies. These studies include an evaluation of 

1) test items, 2) field testing, 3) test blueprint and construction, 4) test administration, 5) 

scaling, equating, and scoring, and 6) specific questions of psychometric validity. Table 3 

outlines the framework for these studies as they relate to the various sources of validity 

evidence cited within the Test Standards. 

While these studies are presented separately within this report, the combination of the 

evidence gathered from each study provides the basis of the evaluation of the uses of the FSA. 

Determinations of sufficient validity evidence cannot be based on single studies. Rather, each 

study captures a significant group of activities that were essential to the development and 

delivering of the FSA program, and therefore ample validity evidence from each individual study 

can be viewed as necessary but not sufficient to reach a final determination of adequate 

validity evidence related to specific score uses. 
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Table 3. Validation Framework for Independent Verification of Psychometric Validity of Florida Standards Assessments 

Evaluation 
Target Areas 

AERA et al. (2014) Source of Validity Evidence 

Test Content Response Processes Internal Structure 
Relations to other 

Variables 
Testing 

Consequences 

Evaluation of 
Test Items 

Review test 
development and 
review processes 
 
Review sample of 
assessment items 
for content and 
potential bias 

Review student and 
grade level 
language; cognitive 
levels 

   

Evaluation of 
Field Testing 

  Review rationale, 
execution, and results 
of sampling 

 Review whether 
results support test 
construction 

Evaluation of 
Test Blueprint 

and 
Construction 

Review test 
blueprint for 
sufficiency to 
support intended 
purposes 

   Review the utility 
of score reports for 
stakeholders to 
improve 
instruction 

Evaluation of 
Test 

Administration 

 Review of test 
accommodations 

 Review of delivery 
system utility and user 
experience 
 
Review of third-party 
technology and security 
audit reports 

Review of test 
administration 
procedures 
 
Review of security 
protocols for 
prevention, 
investigation, and 
enforcement 

Evaluation of 
Scoring, 

Scaling, and 
Equating 

Review evidence 
of content validity 
produced by the 
program 

Review evidence of 
content validity 
produced by the 
program 

Review choice of 
model, scoring, 
analyses, equating, 
and scaling. 

Review evidence of 
construct validity 
collected by the 
program 

Review evidence of 
testing 
consequences 
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Evaluation 
Target Areas 

AERA et al. (2014) Source of Validity Evidence 

Test Content Response Processes Internal Structure 
Relations to other 

Variables 
Testing 

Consequences 

 
Subgroup 
psychometric 
characteristics 
 
Subscore added value 
analyses, decision 
consistency, and 
measurement 
precision 

 
Review criterion 
evidence collected by 
the program 

produced by the 
program 

Specific 
Evaluation of 
Psychometric 

Validity 

Review a sample 
of items relative 
to course 
descriptions and 
for freedom from 
bias 

Review of a sample 
of items for 
intended response 
behavior as 
opposed to 
guessing 

Review of item 
difficulty, 
discrimination, 
potential bias 
 
Review the linking 
processes for Algebra 
1 and Grade 10 ELA 
relative to 2013-14 
results. 
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Evaluation Procedure 

The majority of the work focused on reviewing evidence produced by FLDOE and the FSA 

vendor partners. This focus of the evaluation is consistent with the expectations of the Test 

Standards that indicate 

Validation is the joint responsibility of the test developer and the test user. The test 

developer is responsible for furnishing relevant evidence and a rationale in support of 

any test score interpretations for specified uses intended by the developer. The test 

user is ultimately responsible for evaluating the evidence in the particular setting in 

which the test is to be used. (2014, p. 13)  

To supplement the document, policy, and material review, the evaluation team also collected 

additional information through interviews with key personnel during in-person meetings. This 

two stage approach to testing program evaluation is more fully described in Buckendahl and 

Plake (2006).  

The evaluation team also collected supplemental evidence for the evaluation directly from 

Florida educators.  This evidence included information regarding the alignment of the FSA to 

Florida academic content standards.  It also included surveys and focus groups with Florida 

district representatives regarding the spring 2015 FSA test administrations.   

In addition, the evaluation team worked with the FLDOE and with AIR to identify key data 

points that could be used to evaluate the magnitude and impact of the test administration 

issues from spring FSA administration.  This included data summarizing the test administration 

behavior of students as well as analyses to look further at impact on student performance.  All 

analyses completed were reviewed by the FLDOE and by the evaluation team.   

Together, information collected from the testing vendors and FLDOE, both through 

documentation and interviews, as well as the data collected during the alignment meeting, 

online survey, and focus group meetings provided a great deal of information related to the 

development of and processes used within the FSA program. 

Limitations of the Evaluation 

Several factors limited the comprehensiveness of the evaluation design and its implementation. 

Given the size of the FSA program and the number of intended uses for its scores, our greatest 

limitation was a constraint regarding time to collect and review evidence. The findings, 

recommendations, and conclusions of this evaluation are limited by the availability of 

information during the evaluation. Similar to an organization conducting a financial audit, the 

ǉǳŀƭƛǘȅ ƻŦ ǘƘŜ ŘƻŎǳƳŜƴǘŀǘƛƻƴ ŀƴŘ ǎǳǇǇƻǊǘƛƴƎ ŜǾƛŘŜƴŎŜ ƛƴŦƭǳŜƴŎŜǎ ŀƴ ƛƴŘŜǇŜƴŘŜƴǘ ŀǳŘƛǘƻǊΩǎ 

judgment. The concept is analogous for assessment programs. 

A primary source for evidence of development and validation activities for assessment 

ǇǊƻƎǊŀƳǎ ƛǎ ǘƘŜ ŘƻŎǳƳŜƴǘŀǘƛƻƴ ǇǊƻǾƛŘŜŘ ƛƴ ŀ ǇǊƻƎǊŀƳΩǎ ǘŜŎƘƴƛŎŀƭ Ƴŀƴǳŀƭ ŀƴŘ ǎǳǇǇƻǊǘƛƴƎ 
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technical reports. A technical manual will generally document the qualifications of the 

individuals engaged in the process, processes and procedures that were implemented, results 

of these processes, and actions taken in response to those results.  

Because the FSA were administered in the spring of 2015, some of the development and 

validation activities are ongoing and a comprehensive technical manual was not yet available. 

Nonetheless, the evaluation team was able to access technical reports, policy documents, and 

other process documents, along with interviews with key staff, student data files, and vendor 

produced analyses, to inform the evaluation. Instances where collection of evidence was in 

progress or not available are noted in the respective study. A list of the documents and 

materials reviewed for the project is included as Appendix B. 
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Study 1: Evaluation of Test Items 

Study Description 

The design and implementation of this study focused on how the assessments were developed 

along with a review of FSA test items. The evaluation team reviewed the documentation of the 

development processes using criteria based on best practices in the testing industry. In 

addition, the team conducted in-person and virtual interviews with FLDOE and partner vendor 

staff to gather information not included in documentation or to clarify evidence. The study was 

planned to include the following: 

¶ Test development and review processes including: 

o The characteristics and qualifications of subject matter experts used throughout 

the process 

o The review processes that were implemented during the development process 

along with quality control processes 

o The decision rules that were implemented throughout the item development 

and review process 

o The consistency of the results with expected outcomes of the processes and with 

any changes that were recommended during the review processes 

 

¶ A review of a minimum of 200 operational assessment items across grades and content 

areas.  The review was led subject matter experts and included a sample of Florida 

teachers.  The item review evaluated test items for the following characteristics: 

o Structured consistently with best practices in assessment item design 

o Consistent with widely accepted, research-based instructional methods 

o Appropriate cognitive levels to target intended depth of knowledge (DOK) 

o Review for potential bias related to sex, race, ethnicity, socioeconomic status 

o Appropriate student and grade-level language 

o Targeting the intended content standard(s) 

Sources of Evidence 

The following documents served as the primary sources of evidence for this study: 

¶ Utah State Assessment Technical Report: Volume 2 Test Development 

¶ Test Development Staff Resumes (UT item development) 

¶ SAGE Item Development Process Draft 

¶ Writing and Reviewing Effective Items PowerPoint (UT item development) 

¶ Bias and Sensitivity Review Training PowerPoint (UT item development) 

¶ Item Writing Specifications  

¶ Fall 2014 Bias and Sensitivity Review Summary Comments (per grade/content area) 

¶ Content Committee and Bias and Sensitivity Report for SAGE 
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¶ SAGE Parent Review Committee Report 

¶ FSA Test Construction Specifications 

 

In addition to document and process review, the evaluation of test items also included 

additional reviews and data collection by the evaluation team. First, data related to item 

content and DOK match were collected July 20-21, 2015 in Tampa, Florida. During this period, 

the evaluation team conducted item reviews with Florida stakeholders from the Test 

Development Center (TDC), as well as classroom teachers and content coaches/instructional 

specialists at the district level to gather information directly from Florida stakeholders about 

the items on the FSA. Panelists (n=23) were selected via a list of names provided by FLDOE as 

individuals recommended by the TDC with Mathematics or ELA content experience. The 

panelists served on panels to review one form for each of ELA grades 3, 6, and 10 and Math 

grades 4, 7, and Algebra 1. The grades were selected purposefully to represent 1) one grade in 

each of the grade bands, 2) both paper-and-pencil (PP) and online administrations of the FSA, 

and 3) an end of course assessment. For the purpose of this study, all the items on the forms 

were reviewed, including field test items. The item review study focused on 1) the content 

match between the intended Florida standard for each item and the Florida standard provided 

by panelists and 2) the match between the DOK rating provided by FLDOE for each of the items 

and the DOK rating provided by panelists for that grade-level/content area. Panelists were not 

told what the intended content or DOK ratings were for any of the items they reviewed. 

Data from this study were analyzed in two ways: 1) computation of the percentage of exact 

ƳŀǘŎƘ ōŜǘǿŜŜƴ ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎ ŀƴŘ ƛƴǘŜƴŘŜŘ ǊŀǘƛƴƎǎΣ ŀƴŘ нύ ŎƻƳǇǳǘŀǘƛƻƴ ƻŦ ǘƘŜ ŘƛŦŦŜǊŜƴŎŜ 

between the average target DOK and the average rater DOK indices. The difference between 

the average target and rated DOK indices of less than or equal to .5 would be considered strong 

DOK consistency, a difference of less than 1 point but more than .5 points would be considered 

moderate, and a difference of 1 point or greater would represent weak evidence of DOK 

consistency.  

Next, content/test development experts reviewed the same items for bias, sensitivity, and 

fairness considerations. Then, special education experts reviewed the items on these forms for 

accessibility considerations, especially in relation to students with visual and hearing 

impairments and students with mild-moderate disabilities. Finally, experts reviewed the items 

for purposeful item development to reduce the likelihood of guessing. Results from these 

studies/reviews provided additional evidence to evaluate the test content. Results from all 

studies and reviews are included within the interpretation section that follows. Confidential 

reports with item specific information for consideration will be delivered to FLDOE separately 

for item security purposes. 
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Study Limitations 

The program documentation and activities permitted the completion of this study as intended 

and originally designed. 

Industry Standards 

A firm grounding in the Test Standards is necessary to the credibility of each study in this 

evaluation. With specific regard to Study 1, the following standards are most salient and were 

drivers in the study design and implementation. 

Important validity evidence related to test content is oftŜƴ ƻōǘŀƛƴŜŘ ŦǊƻƳ άŀƴ ŀƴŀƭȅǎƛǎ ƻŦ ǘƘŜ 

ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǘƘŜ ŎƻƴǘŜƴǘ ƻŦ ŀ ǘŜǎǘ ŀƴŘ ǘƘŜ ŎƻƴǎǘǊǳŎǘ ƛǘ ƛǎ ƛƴǘŜƴŘŜŘ ǘƻ ƳŜŀǎǳǊŜέ όTest 

Standards, p. 15). In regard to evidence based on test content, 

the Test Standards (1.1) first direct a clear specification of the 

construct(s) that the test is intended to assess. The Test 

Standards (4.12) also recommend that test developers 

άŘƻŎǳƳŜƴǘ ǘƘŜ ŜȄǘŜƴǘ ǘƻ ǿƘƛŎƘ ǘƘŜ ŎƻƴǘŜƴǘ ŘƻƳŀƛƴ ƻŦ ŀ ǘŜǎǘ 

ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ ŘƻƳŀƛƴ ŘŜŦƛƴŜŘ ƛƴ ǘƘŜ ǘŜǎǘ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎέ όǇΦ уфύΦ 

Most often, test developers document the extent of this content 

representation by providing information about the design 

process in combination with an independent/external study of the alignment between the test 

questions and the content standards. Such documentation should address multiple criteria 

regarding how well the test aligns with the standards the test is meant to measure in terms of 

the range and complexity of knowledge and skills students are expected to demonstrate on the 

test. 

As evidence that a test is fair and free from bias, the Test Standards (4.0/3.9) recommend that 

ǘŜǎǘ ŘŜǾŜƭƻǇŜǊǎ ŀƴŘ ǇǳōƭƛǎƘŜǊǎ мύ άŘƻŎǳƳŜƴǘ ǎǘŜǇǎ ǘŀƪŜƴ ŘǳǊƛƴƎ ǘƘŜ ŘŜǎƛƎƴ ŀƴŘ ŘŜǾŜƭƻǇƳŜƴǘ 

process to provide evidence of fairness, reliability, and validity for intended uses for individuals 

ƛƴ ǘƘŜ ƛƴǘŜƴŘŜŘ ŜȄŀƳƛƴŜŜ ǇƻǇǳƭŀǘƛƻƴέ όǇΦ урύ ŀƴŘ нύ άŀǊŜ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŘŜǾŜƭƻǇƛƴƎ ŀƴŘ 

providing accommodations, when appropriate and feasible, to remove construct-irrelevant 

ōŀǊǊƛŜǊǎ ǘƘŀǘ ƻǘƘŜǊǿƛǎŜ ǿƻǳƭŘ ƛƴǘŜǊŦŜǊŜ ǿƛǘƘ ŜȄŀƳƛƴŜŜǎΩ ŀōƛƭƛǘȅ ǘƻ ŘŜƳƻƴǎǘǊŀǘe their standing 

ƻƴ ǘƘŜ ǘŀǊƎŜǘ ŎƻƴǎǘǊǳŎǘǎέ όǇΦ стύΦ ¢ƘŜǎŜ ǎǘǳŘƛŜǎ ƻŦǘŜƴ ƛƴŎƭǳŘŜ ōƛŀǎΣ ǎŜƴǎƛǘƛǾƛǘȅΣ ŀƴŘ ŀŎŎŜǎǎƛōƛƭƛǘȅ 

reviews with panelists who have expertise in issues related to students with disabilities, 

students who are English learners, as well as panelists who can provide sensitivity 

considerations for race, ethnicity, culture, gender, and socio-economic status.  

The Test Standards ǊŜŎƻƳƳŜƴŘ όмΦмнύ άƛŦ ǘƘŜ ǊŀǘƛƻƴŀƭŜ ŦƻǊ ǎŎƻǊŜ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ ŦƻǊ ŀ ƎƛǾŜƴ ǳǎŜ 

ŘŜǇŜƴŘǎ ƻƴ ǇǊŜƳƛǎŜǎ ŀōƻǳǘ ǘƘŜ Χ ŎƻƎƴƛǘƛǾŜ ƻǇerations of test takers, then theoretical or 

empirical evidence in support of those premises should be provided. When statements about 

the processes employed by observers or scorers are part of the argument for validity, similar 

information should be proviŘŜŘΦέ 9ǾƛŘŜƴŎŜ ǊŜƭŀǘŜŘ ǘƻ ǊŜǎǇƻƴǎŜ ǇǊƻŎŜǎǎŜǎ ǎƘƻǳƭŘ ōŜ 

In regard to evidence based 

on test content, the Test 

Standards (1.1) first direct a 

clear specification of the 

construct(s) that the test is 

intended to assess.  
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documented through consideration of student performance and characteristics 1) during item 

development (e.g., through a principled development process/approach), 2) during test 

administration and gathered from the digital platform, or 3) through cognitive laboratories or 

interviews during item development, administration, or post hoc.  

Florida Standards Assessments Processes and Evaluation Activities 

For the review of evidence of test content and response processes related to the evaluation of 

test items developed for the spring 2015 FSA Assessment, AIR and FLDOE provided substantial 

documentation. The evaluation team also gathered documentation via item reviews with 

Florida stakeholders and content/test design/and special education experts. Reviews and 

interpretation of the evidence in each of these areas is outlined below. 

Test Content 

Evidence of test content begins with a clear description of 

the construct(s) that the test is intended to measure and the 

extent to which the content domain of a test represents the 

domain defined in the test specifications. 

The prioritization of content and explication of the content 

intended to be measured by the FSA was well documented 

by AIR and FLDOE. Experts engaged in the item development 

had the content expertise as would be expected of item 

writers and developers. Item development and review 

practices as well as the documentation of these practices met industry standards and followed 

the Test Standards guidelines. However, due to the limited time frame for developing the FSA, 

item reviews related to content, cognitive complexity, bias/sensitivity, etc. were not conducted 

by Florida stakeholders. Florida content and psychometric experts from FLDOE reviewed every 

item appearing on the FSA, but other Florida stakeholders were not involved. 

As an external check on alignment of test items with the Florida Standards, the evaluation team 

conducted item reviews with Florida stakeholders recommended by the Test Development 

Center (TDC). Panelists were: 1) split into groups by grade-level/content expertise, 2) asked to 

complete a background questionnaire to describe the expertise and experience of the panelists, 

3) trained on completing the Florida Standards match and rating DOK, 4) given an opportunity 

to conduct practice ratings using the Florida Standards to ground them in the standards and 

calibrate the ratings of DOK between panelists, 5) provided a panel facilitator to answer 

questions, monitor ratings between panelists to ensure high inter-rater agreement, and 

monitor security of materials, and 6) asked to rate the Florida Standards match and DOK of 

each of the items for that grade-level/content area (individually first, then asked to determine 

consensus ratings as a panel).  

Evidence of test content begins 

with a clear description of the 

construct(s) that the test is 

intended to measure and the 

extent to which the content 

domain of a test represents the 

domain defined in the test 

specifications. 
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A total of 23 panelists were selected from a list of names provided by FLDOE as individuals 

recommended by the TDC with Math or ELA content experience. All panels included four 

participants except ELA grade 10 which had only three. About 70% of the panelists were 

females and 30% were males. Most panelists were white (67%), 25% were African-American, 

and Hispanic and Native American panelists each represented 4% of the panel make-up. The 

highest level of education represented was at the Masters level (80% of panelists). Almost 80% 

of the participants had more than 10 years of experience, with half of those having more than 

20 years of experience. More than 90% of educators had experience conducting and leading 

professional development and all had experience in curriculum planning for the content area 

panel on which they served. 

Florida Standards Comparisons 

!ŦǘŜǊ ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎ ƘŀŘ ōŜŜƴ ŎƻƭƭŜŎǘŜŘΣ ǊŜǎŜŀǊŎƘŜǊǎ ŎƻƳǇŀǊŜŘ ǘƘŜ ƛƴǘŜƴŘŜŘ CƭƻǊƛŘŀ 

Standards designated to be assessed by each item with the Florida Standards ratings provided 

by content experts on each panel. The outcomes of the content match analyses are presented 

in Table 4.1 

Table 4. Item Content Match with Intended Florida Standards  

Content Area/Grade Standard Match Partial Standard Match No Standard Match 

ELA Grade 3 65% 2% 33% 

ELA Grade 6 76% 6% 17% 

ELA Grade 10 65% 15% 20% 

ELA Total 69% 8% 23% 

Math Grade 4 94% 0% 6% 

Math Grade 7 79% 0% 21% 

Algebra 1 81% 0% 19% 

Math Total 84% 0% 16% 

Note: Some percentages do not equal 100% due to rounding.  
 

English Language Arts Grade 3. Panelists reviewed a form of the grade 3 ELA test consisting of 

сл ƛǘŜƳǎΦ ¢ƘŜ ƎǊŀŘŜ о 9[! ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎ ƳŀǘŎƘŜŘ ǘƘŜ ƛƴǘŜƴŘŜŘ ǎǘŀƴŘŀǊŘǎ ŦƻǊ ǘƘŜ ƳŀƧƻǊƛǘȅ ƻŦ 

items (65%). The single item that was rated as a partial match encompassed two parts; 

panelists matched the intended standard on the first part and added a standard for the second 

part, resulting in the partial alignment rating. Panelists selected a different standard than the 

intended standard for 33% of the items.  

English Language Arts Grade 6. Panelists reviewed a form of the grade 6 ELA test consisting of 

63 items. The grade six ELA panelists selected standards that agreed with the intended 

standards on the majority of items (76%). The panelists matched the intended standard on 

                                                            
1 Specific information about item content cannot be provided in evaluation reports of this kind because these 
reports are or may be public. Information about specific item content cannot be made public as that would 
invalidate scores based in any part on those items. 
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three two-part items and added a standard for the second part of these items, resulting in a 6% 

partial match overall. Panelists selected a different standard than the intended standard for 

17% of the items. 

English Language Arts Grade 10. Panelists reviewed a form of the grade 10 ELA test consisting 

of 65 items. The grade ten ELA panelists selected standards that agreed with the intended 

standards on the majority of items (65%). The panelists partially matched the intended 

standard on 15% of the items. For four two-part items, they reported two standards, one of 

which matched the intended standard. The panelists added a second standard for six items: one 

that matched the intended standard and one in addition to that standard. Panelist selected a 

different standard than the intended standard for 20% of the items. 

Summary of English Language Arts Florida Standards Comparison. The majority of the items in 

ELA had exact matches with the intended Florida Standards (65%-76%). However, for those that 

did not have exact matches for the Florida Standards ratings (31% of the total), the majority 

(64% of the 31%) actually represented a very close connection (e.g., alignment with slightly 

different content within the same anchor standard), while 36% of the 31% had no connection 

to the standard (n=16 items across all three grade levels). Specific information related to the 

items where panelists selected a different standard than the intended standard can be found in 

a separate, confidential report provided directly to FLDOE for consideration in future item 

revision and development processes.  

Math Grade 4. Panelists reviewed a form of the grade 4 Math test consisting of 64 items. The 

grade four Math panelists matched the intended standards for a large majority of the items 

(94%). Panelists selected a different standard than the intended standard for 6% of the items. 

Math Grade 7. Panelists reviewed a form of the grade 7 Math test consisting of 66 items. The 

grade seven Math panelists matched the intended standards for a large majority of the items 

(79%). Panelists selected a different standard than the intended standard for 21% of the items.  

Algebra 1. Panelists reviewed a form of the Algebra 1 test consisting of 68 items. The Algebra 1 

panelists matched the intended standards for a large majority of the items (81%). Panelists 

selected a different standard than the intended standard for 19% of the items. 

Summary of Math Florida Standards Comparison. The majority of the items (79-94%) in Math 

had exact matches with the intended Florida Standards. However, for those few items that 

were not rated as exact matches with the intended Florida Standards (16% of the total), the 

majority (81% of the 16%) actually represented a very close connection (e.g., alignment with 

slightly different content within the anchor standard) while 19% of the 16% (n=6 items) had no 

connection to the standard. There were instances where a different Math area was identified, 

but the concepts and contexts overlapped. Specific information related to the items where 

panelists selected a different standard than the intended standard can be found in a separate, 

confidential report provided directly to FLDOE for consideration in future item revision and 

development processes. 
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Depth of Knowledge Comparisons 

!ŦǘŜǊ ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎ ƘŀŘ ōŜŜƴ ŎƻƭƭŜŎǘŜŘΣ ǊŜǎŜŀǊŎƘŜǊǎ ŎƻƳǇŀǊŜŘ ǘƘŜ ƛƴǘŜƴŘŜŘ CƭƻǊƛŘŀ 5hY 

assignments designated to be assessed by each item with the DOK ratings provided by content 

experts on each panel.  

For this data collection, panelists used the same 4-level DOK rubric as was used by FLDOE to 

rate the Florida content standards. Panelists first rated DOK independently for all items on a 

reviewed form, using descriptions of DOK levels provided by FLDOE. The facilitator for each 

grade and content group then led a discussion resulting in consensus ratings for the DOK for 

each item. Researchers compared the DOK ratings provided by FLDOE to the consensus DOK 

ratings provided by the content expert panels. (Note: For items with multiple parts, the state 

provided DOK for the item as a whole. Researchers used panelist ratings at the overall item 

level for comparisons.) Panelists rated the DOK level the same as that provided by the state 43-

65% of the time for the ELA tests and 50-59% of the time for the Math tests. With few 

exceptions, the two DOK judgments that were not in exact agreement were, adjacent, or within 

one DOK rating. For example, on the scale of 1-4, rater X rated an item as 3 and the assigned 

rating by FLDOE was 2. In this case, the ratings were adjacent, or off by just one level. As 

another example, rater X rated an item as 1 and the FLDOE rating was 2. Again, the ratings were 

adjacent, or off by just one level. For ELA, panelist ratings that differed tended to be at a higher 

DOK level than that provided by the state. The opposite was true for Math. To clarify, the ELA 

items were rated as more cognitively complex (higher DOK) than the FLDOE assigned DOK and 

the Math items were rated less cognitively complex (lower DOK) than the FLDOE assigned DOK.   

CƻǊ 5hY ǊŀǘƛƴƎ ŀƴŀƭȅǎŜǎΣ ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎ ŀǊŜ ŎƻƳǇŀǊŜŘ ǿƛǘƘ ǘƘŜ ƛƴǘŜƴŘŜŘ 5hY ǊŀǘƛƴƎǎΦ 

Weighted averages are calculated for each DOK level, by multiplying the number of items in a 

level by that level number and then averaging those products. For example, if 6 items of the 20 

items on a test are rated as DOK 1, 10 items are rated as DOK 2, and 4 items as DOK 3, the 

average DOK would be: 

(6*1) + (10*2) + (4*3) 
= 

6 + 20 + 12 
= 

38 
= 1.9 

20 20 20 

 

This average can be calculated for intended DOK and rated DOK and the averages can be 

compared. 

A difference between the target and rated DOK indices of less than or equal to .5 would be 

considered strong DOK consistency, a difference of less than 1 point but more than .5 points 

would be considered moderate, and a difference of 1 point or greater would represent weak 

evidence of DOK consistency. This methodology and studies have been used by the evaluation 

team in a number of studies conducted with other states, have been approved by their 

Technical Advisory Committees (TAC), and have been accepted in United States Peer Review 

documentation for those states.  
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English language arts grade 3. Panelists provided DOK ratings in the range of one to three (out 

of four levels on the DOK rubric), which coincided with the range of intended DOKs provided by 

FLDOE (see Table 5). Panelists rated 55% of the items with the same DOK level. 

Level by level, DOK ratings were much higher on average than intended for level 1, slightly 

higher than intended for level 2, and lower than intended for level 3. Of the 13 items intended 

to reflect level 3 DOK, panelists concurred for only four items. However, panelists determined 

that seven of the 32 items intended to reflect level 2 DOK actually reflected level 3. In total, the 

average rated DOK across items (2.1) is slightly higher than intended (2.0) which indicates 

strong DOK consistency.  
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Table 5. DOK Ratings for English Language Arts Grade 3  

tŀƴŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 Total 

1 4   4 

2 11 25 9 45 

3  7 4 11 

Total 15 32 13 60 

 

English language arts grade 6. As described in Table 6, panelists provided DOK ratings in the 

range of one to four. Panelists rated 65% of the items with the same DOK level. Further, 

panelists rated 11 of the 14 items the state rated a DOK level one as DOK level two; 8 of the 38 

items the state rated a DOK level two as DOK level three; 1 item the state rated a DOK level two 

as DOK level one; and 2 of the 10 items the state rated a DOK level three as DOK level two. Both 

entities rated the writing item a DOK level 4. Overall, the DOK ratings were slightly higher than 

intended (2.2 vs. 1.9) indicating strong DOK consistency. 

Table 6. DOK Ratings for English Language Arts Grade 6  

tŀƴŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 4 Total 

1 3 1   4 

2 11 29 2  42 

3  8 8  16 

4    1 1 

Total 14 38 10 1 63 

 
English language arts grade 10. Panelists provided DOK ratings in the range of two to four, 

which was narrower than the range of one to four indicated by FLDOE. As shown in Table 7, 

panelists rated 43% of the items with the same DOK. Further, panelists rated all 16 items the 

state rated a DOK level one as DOK level two (n=12) or DOK level three (n=4); 17 of the 32 items 

the state rated a DOK level two as DOK level three; and 4 of the 16 items the state rated a DOK 

level three as DOK level two. Both entities rated the writing item a DOK level 4. Overall, the 

DOK ratings were somewhat higher than intended (2.5 vs. 2.0) indicating strong DOK 

consistency. 

Table 7. DOK Ratings for English Language Arts Grade 10  

tŀƴŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 4 Total 

1     0 

2 12 15 4  31 

3 4 17 12  33 

4    1 1 

Total 16 32 16 1 65 
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Mathematics grade 4. Panelists provided DOK ratings in the range of one to three, which 

coincided with the range provided in the standards by FLDOE. As described in Table 8, panelists 

rated 52% of items with the same DOK level. Further, panelists rated 6 of the 14 items the state 

rated a DOK level one as DOK level two. Of the 45 items the state rated a DOK level two, 1 was 

rated as DOK level three and 21 as DOK level one. Three of the 5 items the state rated a DOK 

level three as DOK level two. Overall, the rated DOK level was slightly lower than intended (1.6 

v. 1.9) but still with strong DOK consistency. 

Table 8. DOK Ratings for Mathematics Grade 4  

tŀƴŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 Total 

1 8 21  29 

2 6 23 3 32 

3  1 2 3 

Total 14 45 5 64 

 

Math grade 7. Panelists provided DOK ratings in the range of one to three, which coincided 

with the range provided by FLDOE. As shown in Table 9, panelists rated 59% of the items with 

the same DOK level. In addition, panelists rated 1 of the 9 items the state rated a DOK level one 

as DOK level two; 21 of the 51 items the state rated a DOK level two as DOK level one; and 5 of 

the 6 items the state rated a DOK level three as DOK level two. Overall, the DOK ratings 

indicated somewhat lower DOK than what was intended for this test (1.6 v. 2.0) but still 

indicating strong DOK consistency. 

Table 9. DOK Ratings for Math Grade 7 

PanŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 Total 

1 8 21  29 

2 1 30 5 36 

3   1 1 

Total 9 51 6 66 

 

Algebra 1. Panelists provided DOK ratings in the range of one to three, which coincided with the 

range provided by FLDOE. As described in Table 10, panelists rated 34 of the 67 (51%) items at 

the same DOK level as was intended. Level by level, DOK ratings were slightly higher on average 

than intended for level 1, somewhat lower than intended for level 2, and lower than intended 

for level 3. Of the 7 items intended to reflect level 3 DOK, panelists concurred for only one item. 

However, panelists determined that four of the 47 items intended to reflect level 2 DOK 

actually reflected level 3. In total, the average rated DOK across items is slightly lower than 

intended (1.7 v 1.9) but as with the other grades reviewed, still indicates strong DOK 

consistency.   
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Table 10. DOK Ratings for Math Algebra 1 

tŀƴŜƭƛǎǘǎΩ 
Ratings 

FLDOE/AIR Ratings 

1 2 3 Total 

1 9 19  28 

2 4 24 6 34 

3  4 1 5 

Total 13 47 7 67 

 

In summary, a difference between the target and rated DOK indices of less than or equal to .5 

would be considered strong DOK consistency. Each grade and content area reviewed in this 

study resulted in DOK indices of less than or equal to .5. However, as with any review of 

alignment, average DOK ratings varied somewhat from what was intended. Delving deeper into 

the data and reviewing the three Math grades in total, rated DOK was slightly lower than 

intended for all three grades evaluated. These differences were mostly due to the significant 

number of items that were intended to reflect level 2 DOK but were rated as DOK 1. In contrast 

and reviewing the three ELA grades in total, average DOK ratings were slightly or somewhat 

higher than intended. These differences were due to the significant number of items that were 

intended to reflect level 3 DOK but were rated as DOK 2. As indicated below in Table 11, 37% of 

the ELA DOK ratings were above the intended DOK while 36% of the Math DOK ratings were 

below the intended DOK. These patterns could indicate that DOK may not be as closely 

attended to during item construction or item writer training as would be best practice and that 

additional external reviews of DOK may be necessary to align items to intended DOK levels as 

they are being developed. Given the intent of FLDOE to write new items aligned with the 

Florida Standards and to phase out the items included on the FSA that were originally 

developed for use in Utah, FLDOE should ensure tight content and cognitive complexity 

alignment in these newly developed items. 

Table 11Φ wŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ LƴǘŜƴŘŜŘ 5hY ŀƴŘ tŀƴŜƭƛǎǘǎΩ 5hY wŀǘƛƴƎǎ 

Comparison with Intended DOK 

ELA Math 

N % N % 

Higher 70 37 16 8 

Match 102 54 110 56 

Lower 16 9 71 36 

Total number of items 188  197  

 

Fairness, Bias, Sensitivity, Accessibility, and Purposeful Item Development to Reduce the 

Likelihood of Guessing 

Evidence of test content related to fairness, bias, and sensitivity was heavily documented 

during the development of the items for use in Utah. AIR and Utah Department of Education 

staff conducted and documented multiple rounds of committee reviews focusing on fairness, 
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bias, sensitivity, and parent/community input. However, due to the limited time frame for 

developing the FSA, reviews by Florida stakeholders were not conducted. FLDOE did conduct 

content reviews with Florida content experts at the state level and psychometric reviews with 

psychometricians at the state level, but Florida stakeholders such as classroom teachers, 

content coaches/instructional specialists at the district level, and parents and other community 

representatives, as noted previously, did not review the items appearing on the FSA. To 

evaluate fairness, bias, and accessibility concerns, the evaluation team conducted item reviews 

with content/test development specialists to specifically review the FSA items for 

racial/ethnic/cultural considerations, sex and gender bias considerations, and socio-economic 

considerations.  

Fairness, Bias, and Sensitivity Review 

The evaluation team reviewed the same grade and content area forms as the item review 

panelists (grades 3, 6, and 10 in ELA and Math grades 4, and 7, and Algebra 1). Experts noted a 

concern in grade 6 ELA with a passage posing a negative presentation or stereotype of a female 

which was later dispelled in the passage. In Math, experts did not find any specific 

considerations, but did note that of the protagonists presented in items, 70% were male. 

Experts determined that the items reviewed for this evaluation suggested the FSA was fair and 

free from bias.  

Finally, this review included two additional considerations: 1) is the assessment accessible or 

does it pose barriers for students with vision, hearing or mild-moderate intellectual disabilities, 

and 2) do particular design characteristics of items reduce the likelihood that the student 

answers the question correctly by guessing (e.g., no cue in stem or answer choices, appropriate 

and quality distractors for answer choices). 

English Language Arts Content Area Review for Accessibility  

The evaluation team reviewed the accommodated paper-based English Language Arts items at 

grades three, six, and ten to identify possible barriers for students with vision, hearing, or 

intellectual disabilities. These accommodated forms contain all of the same items in grades 3 

and 4 but due to the computer-based administration in the remaining grades, the 

accommodated forms include a small number of items that differ from the online 

administration for the purposes of ensuring access, in particular for students with unique vision 

needs. In addition to the individual items, the evaluation team reviewed test procedures for all 

students and allowable accommodations for students with disabilities.  

Students who are blind or deaf-blind can access items using the accommodations of braille 

(contracted or uncontracted), enlarged text, magnification devices, color overlays, one-item-

per-page, special paper (e.g., raised line) or masking. In the braille versions of the tests, items 

may be altered in format (e.g., long dash to indicate first blank line) and may provide 

description of graphics, provide tactile graphics, and/or omit graphics. Students who have 

vision and hearing impairments are able to access writing items using a scribe.  
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Students who have mild-moderate intellectual disabilities can access the majority of the items 

using allowable accommodations such as oral reading/signing of items and answer options, 

one-line-per-page, special paper (e.g., raised line) and masking. Students may receive verbal 

encouǊŀƎŜƳŜƴǘ όŜΦƎΦΣ άƪŜŜǇ ǿƻǊƪƛƴƎΣέ άƳŀƪŜ ǎǳǊŜ ǘƻ ŀƴǎǿŜǊ ŜǾŜǊȅ ǉǳŜǎǘƛƻƴέύ ǿƘƛŎƘ ƛƴŎǊŜŀǎŜǎ 

ǎƻƳŜ ǎǘǳŘŜƴǘǎΩ ŀōƛƭƛǘȅ ǘƻ ŎƻƳǇƭŜǘŜ ǘƘŜ ǘŜǎǘΦ {ǘǳŘŜƴǘǎ Ŏŀƴ ǳǎŜ ŀƭǘŜǊƴŀǘƛǾŜ ŀǳƎƳŜƴǘŀǘƛǾŜ 

communication systems, including eye-gaze communication systems and signing (ASL/SEE) to 

respond to reading and writing items. Students are able to access writing items using a scribe 

(including ASL/SEE).  

DƛǾŜƴ ǘƘŜ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ ƻŦ άǊŜŀŘƛƴƎέ ōȅ C[5h9Σ ǳǎŜ ƻŦ ŀ ƘǳƳŀƴ ǊŜŀŘŜǊ ƛǎ ƴƻǘ ŀƴ ŀƭƭƻǿŀōƭŜ 

accommodation to ensure the construct remains intact. Students who have mild-moderate 

intellectual disabilities and limited reading skills will have limited access to the passages without 

the use of a human reader. Students with vision or hearing impairments who also have limited 

ability to read, including reading braille, will have limited access to the passages without the use 

of a human reader. When required to read independently, these groups of students will not 

have the ability to demonstrate their understanding of the text beyond the ability to decode 

and read fluently. For example, without access to the passage, the students will be unable to 

demonstrate their ability to draw conclusions, compare texts, or identify the central/main idea. 

Mathematics Content Area Review for Accessibility 

The evaluation team reviewed the accommodated paper-based Math items at grades four and 

seven and for Algebra 1 to identify possible barriers for students with vision, hearing, or 

intellectual disabilities. In addition to the individual items, the evaluation team reviewed test 

procedures for all students and allowable accommodations for students with disabilities.  

The accommodated paper-based test lacked some features that allow full access for students 

with vision impairments and mild-moderate intellectual disabilities. The computer-based 

features for all students allow the use of color contrast, however, there is no reference to same 

or similar allowances other than color overlays for the paper version of the test. The color 

contrast provides the option of inverted colors of the text and background and may be 

important for students with certain types of visual impairments such as Cortical Visual 

Impairment (CVI) to clearly view the items. 

Students who are blind or deaf-blind can access the items using the accommodations of braille 

(contracted or uncontracted), enlarged text, magnification devices, color overlays, one-item-

per-page, abacus, or masking. Students are able to respond to items through the use of a 

scribe; however, special care on constructed response items should be taken if a student with 

visual impairments does not use this accommodation as the response mode may increase the 

ƭƛƪŜƭƛƘƻƻŘ ƻŦ άǿǊƛǘƛƴƎέ ŜǊǊƻǊǎ ŦƻǊ ǘƘŜǎŜ ǎǘǳŘŜƴǘǎΦ 
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Students who have mild-moderate intellectual disabilities can access the majority of the items 

using allowable accommodations such as oral reading/signing of items and answer options, 

one-line-per-page, and masking. As with the ELA review, students may receive verbal 

ŜƴŎƻǳǊŀƎŜƳŜƴǘ όŜΦƎΦΣ άƪŜŜǇ ǿƻǊƪƛƴƎΣέ άƳŀƪŜ ǎǳǊŜ ǘƻ ŀƴǎǿŜǊ ŜǾŜǊȅ ǉǳŜǎǘƛƻƴέύ ǿƘƛŎƘ ƛƴŎǊŜŀǎŜǎ 

ǎƻƳŜ ǎǘǳŘŜƴǘǎΩ ŀōƛƭƛǘȅ ǘƻ ŎƻƳǇƭŜǘŜ ǘƘŜ ǘŜǎǘΦ {ǘǳŘŜƴǘǎ Ŏŀƴ ǳǎŜ ŀƭǘŜǊƴŀǘƛǾŜ ŀǳƎƳŜƴǘŀǘƛǾŜ 

communication systems, including eye-gaze communication systems and signing (ASL/SEE) to 

respond to Math items. Students can use a scribe as needed.  

The paper-based test includes several items with graphics (e.g., coordinate grids, graphs, etc.), 

that include a description that can be read to or by the student or a tactile graphic. However, 

several graphics are visually complex, especially for students with visual impairments even with 

accommodations (e.g., tactile, description of graphic), as they require large amounts of 

ƛƴŦƻǊƳŀǘƛƻƴ ǘƘŀǘ Ƴǳǎǘ ōŜ ǎǘƻǊŜŘ ƛƴ ǘƘŜ ǎǘǳŘŜƴǘǎΩ ǎƘƻǊǘ-term memory. 

Purposeful Item Development to Reduce the Likelihood of Guessing 

This review included consideration of particular design characteristics of items that reduce the 

likelihood that the student answers the question correctly by guessing (e.g., no cuing in stem or 

answer choices, appropriate and quality distractors for answer choices). In both content areas, 

the reviews indicated item development included appropriate and quality distractors for 

answer choices and the stem or answer choices were free from language that would cue 

students to the correct answer choice. Further, the item writer training highlighted effective 

stem, effective options, and effective distractor development. Together, this information 

suggests items were developed to intentionally reduce the likelihood of guessing.  

Response Processes 

The Test Standards ǊŜŎƻƳƳŜƴŘ όмΦмнύ άƛŦ ǘƘŜ ǊŀǘƛƻƴŀƭŜ ŦƻǊ ǎŎƻǊŜ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ ŦƻǊ ŀ ƎƛǾŜƴ ǳǎŜ 

ŘŜǇŜƴŘǎ ƻƴ ǇǊŜƳƛǎŜǎ ŀōƻǳǘ ǘƘŜ Χ ŎƻƎƴƛǘƛǾŜ ƻǇŜǊŀǘƛƻƴǎ ƻŦ ǘŜǎǘ ǘŀƪŜǊǎΣ ǘƘŜƴ ǘƘŜƻǊŜǘƛŎŀƭ ƻǊ 

empirical evidence in support of those premises should be provided. When statements about 

the processes employed by observers or scorers are part of the argument for validity, similar 

ƛƴŦƻǊƳŀǘƛƻƴ ǎƘƻǳƭŘ ōŜ ǇǊƻǾƛŘŜŘΦέ 9ǾƛŘŜƴŎŜ ǊŜƭŀǘŜŘ ǘƻ ǊŜǎǇƻƴǎŜ ǇǊƻŎŜǎǎŜǎ ǎƘƻǳƭŘ ōŜ 

documented through consideration of student performance and characteristics 1) during item 

development (e.g., through a principled development process/approach), 2) during test 

administration and gathered from the digital platform, or 3) through cognitive laboratories or 

interviews during item development, administration, or post hoc. During this review, AIR 

documented a principled item development approach but the only specific reference to 

response processes was in regard to acceptable response mechanisms designated as part of the 

item writing specifications. The response mechanisms more closely highlighted response 

formats acceptable for measuring the content rather than actual response processes used as 

expectations for the cognitive operations for students.  

AIR provided the Smarter-Balanced Assessment Consortium (SBAC) Cognitive Laboratories Final 

Report for review, but it was not considered in this evaluation because there is no evidence 
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indicating that any of the items reviewed in that study were ones that contributed to scores for 

Florida students. Studies conducted with items "similar to" those on the Florida tests do not 

offer any evidence regarding the quality of the items that did appear on Florida tests. We have 

no information about the definition of "similar" and the questions addressed in the SBAC study 

may, or may not, be ones of most importance for the assessments as administered in Florida. 

Further, while the item types on the FSA may be similar to those administered during the SBAC 

study, how similar or different those technology enhanced items play out via the platform for 

the FSA along with the interaction of the content within the platform is inconclusive.  

Findings 

Based on the documentation available and the studies/reviews 

completed related to the evaluation of the test items, the 

evaluation team did not find any evidence to question the 

validity of the FSA scores for the intended purposes. FLDOE and 

AIR made efforts to describe, document, and ensure content 

alignment, reduce item bias related to race, ethnicity, culture, 

sex/gender, and socio-economic considerations, increase 

accessibility of the test items especially for students who are 

deaf, blind, and have mild-moderate intellectual disabilities, and 

have adhered to industry standards as well as recommendations 

of the Test Standards in completing this work.  

While a review of the items by stakeholders in Florida would be expected based on typical 

practice and the Test Standards, given the rapid development timeline and policy requirements, 

there was insufficient time to complete the review for the 2015 administration of the FSA 

assessment. FLDOE made substantial efforts to conduct a careful review of the items with 

content and psychometric experts to ensure the items matched Florida Standards. The majority 

of the items in ELA and Math had exact matches with the intended Florida Standards. When 

there was not an exact match, many of the items had matches with slightly different content 

within the same anchor standard.  

As indicated earlier, for the three Math grades in total, rated DOK was slightly lower than 

intended for all three grades evaluated. These differences were mostly due to the significant 

number of items that were intended to reflect level 2 DOK but were rated as DOK 1. In contrast 

and reviewing the three ELA grades in total, average DOK ratings were slightly or somewhat 

higher than intended. These differences were due to the significant number of items that were 

intended to reflect level 3 DOK but were rated as DOK 2. These patterns could indicate that 

DOK may not be as closely attended to during item construction or item writer training as 

would be best practice and that additional external reviews of DOK may be necessary to align 

items to intended DOK levels as they are being developed. Given the intent of FLDOE to write 

new items aligned with the Florida Standards and to phase out the items included on the FSA 

Based on the 

documentation available 

and the studies/reviews 

completed related to the 

evaluation of the test 

items, the evaluation team 

did not find any evidence to 

question the validity of the 

FSA scores for the intended 

purposes. 
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that were originally developed for use in Utah, FLDOE should ensure tight content and cognitive 

complexity alignment in these newly developed items. Without conducting a Florida-specific 

stakeholder review of all the items appearing on the FSA test forms, FLDOE and AIR completed, 

at a minimum, the review necessary to safeguard the quality of the items and test forms used 

on the spring 2015 administration of the FSA. 

Commendations  

¶ AIR provided substantial documentation outlining the item development and review 

process for the items, as intended for Utah.  

¶ FLDOE spent considerable time reviewing each and every item that appeared on the FSA 

with a content and psychometric lens.  

¶ The majority of items reviewed by the evaluation team were  

o free from bias related to race, ethnicity, culture, sex/gender, and socio-economic 

considerations, 

o developed to be accessible for students with vision, hearing, and mild-moderate 

intellectual disabilities, and 

o developed to reduce the likelihood of guessing with effective stems, options, and 

distractors. 

Recommendations 

Recommendation 1.1 FLDOE should phase out the Utah items as quickly as possible and use 

items on FSA assessments written specifically to target the content in the Florida Standards. 

While every item appearing on the FSA was reviewed by Florida content and psychometric 

experts to determine content alignment with the Florida Standards, the items were originally 

written to measure the Utah standards rather than the Florida Standards. The standards in 

these two states are very similar, but do vary within some shared anchor standards. Thus, while 

alignment to Florida Standards was confirmed for the majority of items reviewed via the item 

review study, many were not confirmed, usually because these items focused on slightly 

different content within the same anchor standards. As such, in these areas it would be more 

appropriate to use items written to specifically target the Florida Standards.  

Recommendation 1.2 FLDOE should conduct an external alignment study on the entire pool 

of items appearing on the future FSA assessment with the majority of items targeting Florida 

Standards to ensure documentation and range of complexity as intended for the FSA items 

across grades and content areas. Further, the specifications for item writing relating to 

cognitive complexity should be revisited and items should be checked independently for DOK 

prior to placement in the item pool for administration. 

Recommendation 1.3 FLDOE should conduct cognitive laboratories, cognitive interviews, 

interaction studies involving the capture and analysis of data about how students engage 

with test items and the content within each of the items during administration, and/or other 
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ways in which to gather response process evidence during the item development work over 

the next year. 
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Study 2: Evaluation of Field Testing 

Study Description 

For this study, the evaluation team reviewed documentation and data from the field test 

activities, supplementing this information with an in-person meeting with FLDOE and partner 

vendor staff. The planned field test study activities included:  

¶ A review of the sampling plan for the following: 

o Design characteristics that are consistent with intended purpose(s) 

o Processes for creating the sampling plan 

o Extent to which the sampling plan was executed as expected  

o Processes and procedures to ensure evidence of sufficient sample size and 

population representation 

¶ A review of the ability of field test results to support test form construction 

¶ A review of whether the field test results yield results that support a range of raw scores 

that would be transformed into scale scores relative to cut scores 

¶ A review of the decision rules that were applied to the results of the field test 

 

Sources of Evidence 

To conduct the review of the FSA field testing, AIR supplied the primary sources of data and 

information for the procedures for the field testing in the form of technical reports for the 

2013-14 Utah state assessment program. These documents were: 

¶ Utah State Assessment, 2013-14 Technical Report: Volume 1 Annual Technical Report 

¶ Utah State Assessment, 2013-14 Technical Report: Volume 2 Test Development 

¶ Utah State Assessment, 2013-14 Technical Report: Volume 3 Test Administration 

¶ Utah State Assessment, 2013-14 Technical Report: Volume 4 Reliability and Validity 

 
For the review of the Florida-based field testing activities, many of the analogous documents 

and data that were available for the Utah-based field testing were not yet available at the time 

of this evaluation. Instead, this review was conducted using a variety of internal memos written 

specifically for this evaluation, conversations with key staff involved in the procedures, and 

working documents used to track work activities.  

Study Limitations 

As is mentioned in the previous section, formal documentation related to the processes used to 

evaluate items in place of a field test with Florida students were not yet available. This is not 

surprising given that formal technical manuals are commonly generated after the completion of 

ǘƘŜ ǇǊƻƎǊŀƳ ȅŜŀǊ ŀƴŘ ǘƘŜǊŜŦƻǊŜ ƭƛƪŜƭȅ ǿƻƴΩǘ ōŜ ǊŜŀŘȅ ǳƴǘƛƭ Ŧŀƭƭ нлмр ŦƻǊ ǘƘŜ ŦƛǊǎǘ ȅŜŀǊ ƻŦ C{!Φ !Lw 
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and FLDOE were able to provide the needed information to complete the evaluation of FSA 

field testing as it was originally designed.  

Industry Standards 

Appropriate field testing of test content is a critical step for testing programs to evaluate the 

empirical characteristics that contribute to the overall quality of the assessment items and test 

forms. Even after the most rigorous item development process, field testing of items by 

exposing the items to large groups of students under standardized conditions allows for 

statistical and content reviews that eliminate possibly problematic items and help ensure the 

reliability, validity, and fairness of the assessments. With respect to field testing, the Test 

Standards state that: 

The purpose of a field test is to determine whether items function as intended in the 

context of the new test forms and to assess statistical properties. (p. 83)   

While the Test Standards do not provide prescriptive methods for how and when field testing 

should be completed, they do provide important guidelines that need to be considered when 

looking at any field testing. Specifically, Test Standards (4.9) discuss the importance of 

gathering a sufficient and representative sample of test takers for the field testing. The sample 

size also needs to be sufficient to support intended psychometric analysis procedures, such as 

Differential Item Functioning (DIF) methods that are designed to help evaluate empirical 

evidence of the fairness of the examination across student groups. 

The Test Standards (4.10) also discuss the importance of 

documenting any assumptions of the scoring model that 

have been adopted when reviewing the field test results. For 

example, any data screening rules for the items and 

students should be clearly documented for all phases of the 

work; clear rationales for these rules should also be 

provided. Similarly, if multiple Item Response Theory (IRT) scoring models are considered and 

evaluated, the assumptions for each model should be documented, and the data and evidence 

to support the models selected should be provided.   

In addition to considering the types of evidence for which we expect to evaluate compliance 

with the Test Standards, our review also focused on industry best practices and the current 

state of research in the field. One of the persistent problems in field testing items is student 

motivation. If students are informed that an assessment is solely for field testing purposes (i.e., 

little or no stakes for students, their teachers, and their schools) students have limited 

motivation to perform their best. Therefore, the assessment community recommends that, 

when feasible, field testing be conducted by embedding items within operational test forms 

where the student is unaware of which items are being field tested and which are operational 

items (Haladyna & Rodriguez, 2013; Schmeiser & Welch, 2006). 

ά¢ƘŜ ǇǊƻŎŜǎǎ ōȅ ǿƘƛŎƘ ƛǘŜƳǎ ŀǊŜ 

screened and the data used for 

ǎŎǊŜŜƴƛƴƎΧ ǎƘƻǳƭŘ ŀƭǎƻ ōŜ 

ŘƻŎǳƳŜƴǘŜŘΦέ 

(Test Standards, 2014, p. 88-89) 
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However, in cases where new assessment programs are being 

introduced, it is not normally feasible to embed items into an 

existing assessment program; this make it more challenging to 

field test items. In some scenarios, field testing can be 

conducted as stand-alone events, solely for the purposes of 

trying out items and/or test forms (Schmeiser & Welch, 2006).     

Florida Standards Assessments Processes and Evaluation Activities 

Although most field tests occur with samples of the intended population, the FSA field testing 

was completed with students in another state; the item bank used for the spring 2015 FSA 

administration ǿŀǎ ƭƛŎŜƴǎŜŘ ŦǊƻƳ ¦ǘŀƘΩǎ {ǘǳŘŜƴǘ !ǎǎŜǎǎƳŜƴǘ ƻŦ DǊƻǿǘƘ ŀƴŘ 9ȄŎŜƭƭŜƴŎŜ ό{!D9ύ 

assessment program. This method for gathering items for 2015 was primarily necessitated due 

to the limited timeframe available to develop and review test items for the FSA. Because the 

2015 FSA items were licensed from the state of Utah, the review of the FSA field testing started 

with a review of the field testing methods, procedures, and results that occurred with students 

from Utah. After this step, the policies and procedures that were followed to transition from 

the Utah item bank to the FSA were also reviewed.   

Utah-Based Field Testing Activities 

The policies and procedures that were followed to develop test items is reviewed as part of 

Study #1 in this evaluation, and are not repeated here. This section focuses on how items were 

field tested and the appropriateness of these processes relative to the Test Standards and best 

practices. All items that were considered viable items for Utah were field tested during the 

operational 2014 test administration of the Utah state assessments. Prior to scoring the 

assessments, all items were screened for appropriate statistical performance. The statistical 

performance of all items was reviewed. Items with any of the criteria listed below were flagged 

for further content based reviews.   

¶ Proportion correct value is less than 0.25 or greater than 0.95 for multiple-choice and 

Constructed-response items; proportion of students receiving any single score point 

greater than 0.95 for constructed-response items (see Item Difficulty in Appendix A). 

¶ Adjusted biserial/polyserial correlation statistic is less than 0.25 for multiple-choice or 

constructed-response items (see Item Discrimination in Appendix A). 

¶ Adjusted biserial correlations for multiple-choice item distractors is greater than 0.05. 

¶ The proportion of students responding to a distractor exceeds the proportion responding 

to the keyed response for MC items (i.e., option analysis). 

¶ Mean total score for a lower score point exceeds the mean total score for a higher score 

point for constructed-response items. (Utah State Assessment, Volume 1: p. 15).   

 
The items were also screened using DIF (see Differential Item Functioning [DIF], in Appendix A) 

with these analyses completed for groups defined by ethnicity, gender, English Language 

ά¢ƘŜ ƛǘŜƳǎ ǿŜǊŜ ǎŎǊŜŜƴŜŘ ŦƻǊ 

DIF with the groups including 

ethnicity, gender, English 

Language Proficiency, and 

ƛƴŎƻƳŜ ǎǘŀǘǳǎΦέ 
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Proficiency, and income status. For the DIF analyses, any item classified at the C level of DIF 

(i.e., the most significant level) was flagged and sent for further review (see Camilli, 2006, at 

pp. 237-238).  Each of the SAGE assessments were taken by approximately 37,000 to 47,000 

students for English Language Arts, and approximately 17,000 to 44,000 students in Math, 

depending upon the grade level.  

Florida-Based Field Test Activities 

One critical point that must be considered when looking at the FSA field testing is the actual 

purpose of using items from the Utah item bank. For Florida, the items that were licensed from 

¦ǘŀƘ ǇǊŜǎŜƴǘŜŘ ŀƴ ƻǇǇƻǊǘǳƴƛǘȅ ǘƻ ƛŘŜƴǘƛŦȅ ƛǘŜƳǎ ǘƘŀǘ ǿŜǊŜ ŀǇǇǊƻǇǊƛŀǘŜ ǘƻ ƳŜŀǎǳǊŜ CƭƻǊƛŘŀΩǎ 

academic content standards and that had been previously field tested and had demonstrated 

appropriate statistical performance. This selection of items did not guarantee that all of the 

items from Utah would be appropriate for the FSA. Instead, it allowed Florida to select from 

items that FLDOE could be reasonably confident would demonstrate acceptable statistical 

performance when used on the FSA.   

While the statistical performance of the items provided some assurance that the items would 

behave appropriately if used as part of the FSA, it did not guarantee that the items were 

appropriate for Florida students. To address these concerns, FLDOE, in collaboration with AIR, 

completed an item review to determine if the items were appropriate with respect to content 

in addition to statistical qualities. The reviews started with an available pool of approximately 

600 items per grade level and test. These items were evaluated for their statistical performance 

as well as other characteristics, such as word count, passage length, and content alignment 

ǿƛǘƘ CƭƻǊƛŘŀΩǎ ŀŎŀŘŜƳƛŎ ŎƻƴǘŜƴǘ ǎǘŀƴŘŀǊŘǎΦ !ŦǘŜǊ ǘƘƛǎ ǊŜǾƛŜǿΣ ŀǇǇǊƻȄƛƳŀǘŜƭȅ мул ǘƻ нлл ƛǘŜƳǎ 

remained as part of the pool of items for each test.   

To finalize the item pool, in July and August of 2014, FLDOE and AIR worked together to 

conduct a final review of all items. From these items, test forms were constructed to meet the 

psychometric, content, and blueprint requirements for each test form. Throughout this process, 

the range of items available and the performance of the items provided sufficient data and 

information for all test forms to be constructed so that full range of test scores could be 

supported in the 2015 spring test administration. After 

constructing each test form, staff members from FLDOE 

completed a final review of all items and test forms to 

ensure that met all documented requirements. Finally, 

as described in Study #5, all items on the FSA were 

screened after the 2015 spring administration using data collected from Florida students before 

being used as operational test items. For any items where concerns remained after post-

administration reviews, the items were removed from the scorable set, meaning that they did 

not impact student scores.   

  

άtǊƛƻǊ ǘƻ ǳǎŜ ƻƴ ǘƘŜ C{!Σ all items 

were reviewed by FLDOE staff who 

were familiar with Florida students 

ŀƴŘ ǘƘŜ CƭƻǊƛŘŀ ǎǘŀƴŘŀǊŘǎΦέ 
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Findings 

For this evaluation, the policies and procedures used in the field testing of test forms and items 

were evaluated and compared to the expectations of the Test Standards and industry best 

practices. While the FSA field testing was completed through a nontraditional method, the data 

collected and the review procedures that were implemented were consistent with industry-

wide practices. The rationale and procedures used in the field testing provided appropriate 

data and information to support the development of the FSA test, including all components of 

the test construction, scoring, and reporting.   

Commendations 

¶ The field test statistics in Utah were collected from an operational test administration, 

thus avoiding questions about the motivation of test takers that normally accompany 

traditional field testing methods. 

¶ During the Utah field testing process, the statistical performance of all items was 

reviewed to determine if the items were appropriate for use operationally.  

¶ Prior to use of the FSA, all items were reviewed by educators knowledgeable of Florida 

students and the Florida Standards to evaluate whether the items were appropriate 

for use within the FSA program. 

¶ After items were administered on the FSA, the statistical performance was evaluated 

again; items were only used after the statistical performance of the items was 

evaluated and items with problematic statistics were reviewed based on Florida data 

and excluded from student scoring if needed. 

Recommendations 

Recommendation 2.1 FLDOE should provide further documentation and dissemination of the 

review and acceptance of Utah state items. 

FLDOE should finalize and publish documentation that provides evidence that the FSA field 

testing policies, procedures, and results are consistent with industry expectations.  While some 

of this documentation could be delayed due to operational program constraints that are still in 

process, other components could be documented earlier. Providing this information would be 

appropriate so that Florida constituents can be fully informed about the status of the FSA.  

Some misconceptions existed about the FSA being a Utah-

based test and therefore not appropriate for Florida 

students. The lack of documentation and information for the 

public regarding the use of Utah items and the review 

processes that FLDOE employed may have helped support 

some of these misconceptions.  

  

Further public documentation 

for the field testing process is 

highly recommended. 
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Study 3: Evaluation of Test Blueprint and Construction 

Study Description 

This study focused on the consistency of the test blueprint and construction process with the 

intended interpretations and uses of test scores. Along with a review of the documentation of 

the test development process, the evaluation team conducted in-person and virtual interviews 

with FLDOE and AIR to gather information not included in documentation or to clarify evidence. 

The following elements were planned for inclusion within this study: 

¶ Review of the process for the test construction to evaluate its consistency with best 

practices 

¶ Review of the test blueprints to evaluate if the blueprints are sufficient for the intended 

purposes of the test 

¶ Review the utility of score reports for stakeholders by considering the following: 

o Design of score reports for stakeholder groups 

o Explanatory text for appropriateness to the intended population 

o Information to support improvement of instruction 

Sources of Evidence 

The following documents served as the primary sources of evidence for this study: 

¶ FSA Test Construction Specifications (Draft 2015) 

¶ Description of the Blueprint Development Process 

¶ ELA and Mathematics Test Design Summary Documents 

¶ PLD Development Summary Report 

¶ Item Form Selection Process Report  

¶ Item Data Review action/approval logs 

¶ Student Report Mock-ups 

¶ Online Reporting System Mock-ups 

Study Limitations 

The second focus of this study involved the review of FSA score reports. Given the timing of this 

study and ongoing program development activities, actual reports were not available and 

FLDOE and AIR provided mock reports for the FSA for this review. FLDOE and AIR did not 

provide samples of the interpretive guides that are to accompany score reports and aid in score 

interpretation and use because these documents are still under development. The findings here 

represent statements about what the score reports and interpretive guides should include to 

meet ESEA requirements and to support the uses of test information by educators. 

Industry Standards 

/ƻƳƳƻƴ ǉǳŜǎǘƛƻƴǎ ǎǳŎƘ ŀǎΣ ά²ƘŀǘΩǎ ƻƴ ǘƘŜ ǘŜǎǘΚέ ŀƴŘ άIow well are my students doing in 

relatƛƻƴ ǘƻ ǘƘŜ ǎǘŀƴŘŀǊŘǎΚέ ǊŜƭȅ ƻƴ ŜǾƛŘŜƴŎŜ ǊŜƭŀǘŜŘ ǘƻ ǘŜǎǘ ŎƻƴǘŜƴǘΦ ! ƭŀǊƎŜ-scale standardized 
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test designed to help answer these questions must be built to do so for every student in the 

testing population and in ways that support comparable interpretations across students, sites, 

and time. 

With regard to test content, the Test Standards ǎǘŀǘŜ ǘƘŀǘ άǘƘŜ 

domain definition should be sufficiently detailed and delimited 

to show clearly what dimensions of knowledge, skills, cognitive 

processes, attitudes, values, emotions, or behaviors are included 

ŀƴŘ ǿƘŀǘ ŘƛƳŜƴǎƛƻƴǎ ŀǊŜ ŜȄŎƭǳŘŜŘέ όTest Standards, p. 85). 

5ŜǾŜƭƻǇŜǊǎ ŀǊŜ ŀƭǎƻ ǘƻ άŘƻŎǳƳŜƴǘ ǘƘŜ ŜȄǘŜƴǘ ǘƻ ǿƘƛŎƘ ǘƘŜ 

content domain of a test represents the domain defined in the 

ǘŜǎǘ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎέ όTest Standards, p. 89). These standards are 

meant to ensure that each instance of a test administration 

yields information that is interpretable in relation to the knowledge and skills domain the test is 

meant to measure. A test blueprint is, in many cases, the de facto definition of the knowledge 

and skill domain in the context of the test. As such, the blueprint should clearly reflect the 

external-to-the-test domain definition, which is the case of the FSA and the Florida Standards. 

In addition to demonstrating a clear relationship to a domain definition, evidence related to 

test content should include support for comparable interpretations of student performance in 

relation to that domain across students, sites, and time. While comparability is often thought of 

in the sense of reliability, here we focus on the validity concern that a test must be constructed 

in ways that allow for comparability in score interpretations about the target knowledge and 

skill domain. 

Testing consequences encompass a broad range of considerationsΣ ŦǊƻƳ ŀƴ ƛƴŘƛǾƛŘǳŀƭ ǎǘǳŘŜƴǘΩǎ 

cognitive or emotional take-aways from a testing situation to educators determining how to 

use information from tests to reflect upon their curricula and instructional practices to policy-

makers deciding via accountability systems how to distribute resources. In this study, we focus 

ƻƴ ǘƘŜ ǎŜŎƻƴŘ ƻŦ ǘƘŜǎŜ ŜȄŀƳǇƭŜǎΦ 9ŘǳŎŀǘƻǊǎΩ ǳǎŜ ƻŦ ǘŜǎǘ ƛƴŦƻǊƳŀǘƛƻƴ ǘƻ ǎǳǇǇƻǊǘ ǊŜŦƭŜŎǘƛƻƴ ǳǇƻƴ 

their curricula and instructional practices relies upon the receipt of information that is (a) 

meaningful in relation to the academic standards that guide their curricular and instructional 

decisions and (b) communicated in clear terms.  

In regard to evidence related to testing consequences, the Test Standards όмнΦмфύ ǎǘŀǘŜ ǘƘŀǘ άƛƴ 

educational settings, when score reports include recommendations for instructional 

intervention or are linked to recommended plans or materials for instruction, a rationale for 

ŀƴŘ ŜǾƛŘŜƴŎŜ ǘƻ ǎǳǇǇƻǊǘ ǘƘŜǎŜ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ ǎƘƻǳƭŘ ōŜ ǇǊƻǾƛŘŜŘέ όǇΦ нлмύΦ CǳǊǘƘŜǊΣ ǘƘŜ 

Test Standards (12.18) state that score reports must provide clear information about score 

interpretation, including information on the degree of measurement error associated with a 

score or classification. The Test Standards (6.8) emphasize that test users (in the present case, 

FLDOE) should use simple language that is appropriate to the audience and provide information 

Developers are also to 

άŘƻŎǳƳŜƴǘ ǘƘŜ ŜȄǘŜƴǘ ǘƻ 

which the content domain 

of a test represents the 

domain defined in the test 

ǎǇŜŎƛŦƛŎŀǘƛƻƴǎέ ό¢Ŝǎǘ 

Standards, p. 89).  
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on score interpretation such as what a test covers, what scores represent, the errors associated 

with scores, and intended score uses.  

Florida Standards Assessment Processes and Evaluation Activities 

For the review of the test blueprint and construction, AIR and FLDOE provided documentation 

similar to what is expected under industry standards and recommendations in the Test 

Standards. Evidence about the item development process was extensive and clear. However, 

information necessary to conduct the alignment analyses, including information about the 

intact forms provided for review, was neither timely nor readily accessible to evaluators. The 

first part of this study involved the collection of ratings of FSA items by Florida stakeholders. It 

is important to note AIR and FLDOE provided access to grade-level intact forms for each of the 

grades and content areas reviewed during the item review study. The forms included both 

vertical linking items and field test items. The field test items were removed for the purpose of 

the review of the match to the blueprint. The vertical linking items were used as part of the 

vertical scaling process but were grade appropriate so those items were included for the 

purpose of the blueprint match analysis.    

Pending conclusion of this evaluation, FLDOE will release the scores of the FSA prior to standard 

setting. As such, FLDOE will only report raw score and percentile rank information. The 

documentation for the review of score reports and interpretive guides did not meet industry 

standards because these documents are still under development. The status of development of 

these documents aligns with typical practice for a program in the first year of implementation.  

Test Content 

The content and skill areas a test is intended to measure must be sufficiently detailed to allow 

for the construction of a test that assesses those areas with fidelity in terms of breadth and 

depth. Such detail should be communicated in the form of a blueprint or other documents that 

articulate the characteristics of individual items that students encounter on a test and of the set 

ƻŦ ƛǘŜƳǎ ǘƘŀǘ ŎƻƴǘǊƛōǳǘŜ ǘƻ ǎǘǳŘŜƴǘǎΩ ǘŜǎǘ ǎŎƻǊŜǎΦ ! ōƭǳŜǇǊƛƴǘ ƻŦ ǎƻƳŜ ǎƻǊt is necessary to ensure 

that the test items individually and as a set target appropriately the intended content and skills; 

further a blueprint of some sort is necessary to ensure that tests can yield comparable results 

across students, sites, and time. The evaluation of a blueprint, its development, and its use in 

test construction involves both a qualitative capture of how a blueprint was developed in ways 

that meet industry standards and consideration of how it actually reflects the target content 

and skill area. 

Given the abbreviated timeline to construct assessments for 2015, FLDOE did not have time to 

begin test- or item-ŘŜǾŜƭƻǇƳŜƴǘ ŦǊƻƳ ΨǎŎǊŀǘŎƘΩ ƻǊ ǘƻ ƛƳǇƭŜƳŜƴǘ ŀ ǿƛŘŜ-reaching stake-holder 

involvement process prior to the first administration of the FSA. To ensure that the FSA items 

and forms could be ready for administration on the very short timeline, FLDOE staff established 

an intense review process that involved primarily internal content and psychometric experts in 
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reviewing items and adjusting blueprints from those used in Utah to what would better fit the 

Florida context. 

From the documentation provided, it is clear that content experts at FLDOE worked closely with 

AIR to make changes to the blueprint for each grade and content area. The intent of this 

process was to establish blueprints that better reflected the Florida Standards and FLDOE 

expectations for its tests forms. The content team flagged issues such as misalignment of 

content and then the flagged items were reviewed for inclusion on the test or replacement 

based on the FLDOE input. Florida psychometricians reviewed the performance characteristics 

of the items intended for use in Florida. The reviews started with an available pool of 

approximately 600 items per grade level and test. These items were evaluated for their 

statistical performance as well as other characteristics, such as word count, passage length, and 

ŎƻƴǘŜƴǘ ŀƭƛƎƴƳŜƴǘ ǿƛǘƘ CƭƻǊƛŘŀΩǎ ŀŎŀŘŜƳƛŎ ŎƻƴǘŜƴǘ ǎǘŀƴŘŀǊŘǎΦ !ŦǘŜǊ ǘƘƛǎ ǊŜǾƛŜǿΣ ŀǇǇǊƻȄƛƳŀǘŜƭȅ 

180 to 200 items remained as part of the pool of items for each test. This low level of item 

survival suggests that the item review criteria were rigorous with regard to alignment with 

CƭƻǊƛŘŀΩǎ ǎǘŀƴŘŀǊŘǎ ŀƴŘ Ǿƛǎƛƻƴ ŦƻǊ ǘƘŜ C{!Φ  

During the item review process, discussions among FLDOE and AIR staff were documented 

through test summary construction sheets that mapped the pathway for placement of items on 

the final forms. FLDOE reviewers considered bias issues as they reviewed the items, specifically 

to ensure Utah-centric items were eliminated and did not appear on the FSA. The FSA ELA and 

Math test design summary documents include the percentage of items in each content 

category, cognitive complexity, and the approximate number of assessment items. 

Although statewide stakeholder involvement was not an option under the first year of the FSA 

development timeline, ELA and Math content experts at the Test Development Center, a 

partner group of FLDOE that contributed to FSA development, conferred with content experts 

in the Florida Department ƻŦ 9ŘǳŎŀǘƛƻƴΩǎ .ǳǊŜŀǳ ƻŦ {ǘŀƴŘŀǊŘǎ ŀƴŘ LƴǎǘǊǳŎǘƛƻƴŀƭ {ǳǇǇƻǊǘ ŀƴŘ 

Just Read Florida office to solidify the content of the blueprints. These meetings and calls 

occurred during May and June, 2014. 

In addition to the reviews of the items and the blueprints, FLDOE established reporting 

ŎŀǘŜƎƻǊƛŜǎ ŦƻǊ ǘƘŜ ƴŜǿ C{!Φ ¢ƘŜ ǊŜǇƻǊǘƛƴƎ ŎŀǘŜƎƻǊƛŜǎ ŦƻǊ 9[! ǿŜǊŜ ŘŜǊƛǾŜŘ ŦǊƻƳ ǘƘŜ άŘƻƳŀƛƴέ 

naming convention in the Florida Standards. Speaking and Listening standards were folded into 

the Integration of Knowledge and Ideas reporting category, and Text-Based Writing was added 

in grades 4-10 since the writing assessment occurs in those grades. Guidelines for the weight of 

ŜŀŎƘ ǊŜǇƻǊǘƛƴƎ ŎŀǘŜƎƻǊȅ ǿŀǎ ŘŜǘŜǊƳƛƴŜŘ ōȅ CƭƻǊƛŘŀΩǎ ¢ŜŎƘƴƛŎŀƭ !ŘǾƛǎƻǊȅ /ƻƳƳƛǘǘŜŜ ό¢!/ύ ǿƘƻ 

suggested that to avƻƛŘ άǎǘŀǘƛǎǘƛŎŀƭ ƴƻƛǎŜέ ƎŜƴŜǊŀǘŜŘ ŦǊƻƳ ǘƘŜ ƛǘŜƳǎ ǎŎƻǊŜŘ ƛƴ ŀ ǎƳŀƭƭ ǊŜǇƻǊǘƛƴƎ 

category, a minimum of fifteen percent of the entire test should be derived from each reporting 

ŎŀǘŜƎƻǊȅΦ Lƴ ǎƻƳŜ ŎŀǎŜǎΣ άŘƻƳŀƛƴǎέ Ƴŀȅ ƘŀǾŜ ōŜŜƴ ƭƻƎƛŎŀƭƭȅ ŎƻƳōƛƴŜŘ ǘƻ ŀŘƘŜǊŜ ǘƻ ǘƘe fifteen 

ǇŜǊŎŜƴǘ ǊǳƭŜΦ ¢ƘŜ ǊŜǇƻǊǘƛƴƎ ŎŀǘŜƎƻǊƛŜǎ ŦƻǊ aŀǘƘ ǿŜǊŜ ŀƭǎƻ ŘŜǊƛǾŜŘ ŦǊƻƳ ǘƘŜ άŘƻƳŀƛƴέ ƴŀƳƛƴƎ 

convention in the Florida Standards. Like ELA, if a Math domain had too few standards, two or 
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more domains might be combined to make the reporting category fifteen percent of that 

ƎǊŀŘŜΩǎ ŀǎǎŜǎǎƳŜƴǘΦ 

Evaluation of the blueprint involved the use of the item ratings described in Study 1 (i.e., the 

same ratings were used for both Study 1 and Study 3), the published blueprints, and 

characteristics of the items in the item sets used for the item review. Only content was 

considered in the blueprint evaluation because the blueprints do not provide any indication of 

standard specific cognitive complexity expected of the items that make up the forms. Such 

information is clearly specified in the item writing and internal item review documents in ways 

that support the development of items that match the standards in both content and cognitive 

complexity terms. 

The logic underlying the blueprint holds that the blueprint is the translation of the knowledge 

and skill domain defined in the standards for the purpose of test construction. The items, as 

compiled on a test form by the developer, should conform to the blueprint and independent, 

external reviewers should provide evidence that that is the case. If the Florida Standards are 

thought of as the large circle in the sense of a Venn diagram, the blueprint should represent a 

sample of that domain that is adequate in terms of content match and cognitive complexity as 

determined by content experts and adequate to support quality score production as 

determined by psychometricians. The items on any given test form are yet a sample of the 

items that could populate that form. The items that are reviewed must be considered 

representative of items that actually do appear on a typical test form. The evaluation considers 

whether those items were appropriately identified by the vendor to populate the form and 

whether they reflect the specific standards and cognitive complexity the vendor claims they do. 

As noted above, we did not consider cognitive complexity in evaluating the blueprints because 

no relevant indicators were provided for each standard. However, in Study 1 we evaluated the 

cognitive complexity of the items in the review sets; the outcomes of that study indicated that 

the cognitive complexity of the items conformed well to the intended cognitive complexity 

established by the item writers. 

This evaluation considered blueprints and item sets in grades 3, 6, and 10 for English Language 

Arts, in grades 4 and 7 for Math, and for the Algebra 1 End-of-Course (EOC) assessment. 

Panelists considered documentation about how the blueprints were adapted to reflect the 

Florida Standards as well as the structure and overall content of the blueprints in relation to the 

Florida Standards. Panelists used information about what the items were intended to measure 

in terms of content and cognitive complexity gleaned from vendor-provided files and ratings 

gathered from the content experts that served as panelists to evaluate fidelity of the items to 

the blueprint and of the item characteristics to the intended item characteristics. 

Reviews of the items considered both content and cognitive complexity in analyses not 

involving the blueprint. Specific information about blueprints and items is not provided in this 

report to protect the security of these items. 
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The blueprints are organized by category as follows: 

Grade 3 ELA Grades 6 and 10 ELA Grades 4 and 7 Math Algebra 1 
Key Ideas and Details 

Craft and Structure 

Integration of Knowledge 
and Ideas 

Language/Editing Task 

Key Ideas and Details 

Craft and Structure 

Integration of Knowledge 
and Ideas 

Language/Editing Task 

Writing Task 

Operations and Algebraic 
Thinking 

Numbers and Operations 
in Base Ten 

Numbers and Operations 
ς Fractions 

Measurement, Data, and 
Geometry 

Algebra and Modeling 

Functions and Modeling 

Statistics and the Number 
System  

 
The results here are presented in terms of general overlap of standards on the blueprint and 

standards indicated for the items on the test forms. It is important to note that the set of items 

on any test do not necessarily have to address each and every standard on a blueprint. The FSA 

blueprints, like those in many states, indicate the possible range of item counts for a given 

category and standard within category; as long as the range of items within a category is 

somewhat balanced (e.g., items related to several of the standards within a category such as 

Key Ideas and Details) rather than clustered on only a small proportion of the standards in that 

category, leaving out some standards on a test form ς which serves as an instance of the 

blueprint ς is not of concern and meets industry standard. 

For grade 3 ELA, the items covered all but five of the standards and did not reflect any 

standards not on the blueprint. The results were the same for grade 10 ELA. Only one standard 

in the blueprint was not in the grade 6 ELA item set; one standard in the item set was not on 

the blueprint (see Figures 1-3 below). 

The fidelity of the item sets to the Math blueprints in terms of content match was similarly 

strong. In grade 4, three blueprint standards were not on the form and all of the form standards 

were on the blueprint. The grade 7 Math items represented all but two of the blueprint 

standards and included two standards not on the blueprint. For Algebra, five blueprint 

standards did not appear on the form and all of the items on the form reflected blueprint 

standards (see Figures 4-6 below). 

These results indicate that the items selected to be on the form reflect the overall content of 

the blueprints with fidelity. That is, FLDOE and AIR selected items that conformed to the broad 

content of the blueprints. When considered in combination with the item review results from 

Study 1, these results further indicate that the forms, as reviewed by panelists, conform to the 

blueprints because of the strong degree of agreement between the intended content of the 

items and the ǇŀƴŜƭƛǎǘǎΩ ratings. 

A second set of analyses compares the blueprints, intended item content, and item content as 

rated by panelists in terms of proportions of items across the level of the categories listed 

above. In Figures 1 through 6, results are presented in graphic form and numerically.  
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The results for Math are all strong and positive. The items selected to reflect the blueprints and 

the proportions indicated in the blueprints did reflect those proportions and ǇŀƴŜƭƛǎǘǎΩ ratings 

support this fidelity. 

The results for ELA are generally positive, although a few of the categories were either under- 

or over-represented as indicated in the ǇŀƴŜƭƛǎǘǎΩ ratings. This result emerged even with the 

general agreement between the vendor ratings of the items and the panelist ratings described 

in Study 1. When there was not agreement between these ratings, the differences sometimes 

meant that the item was rated as reflective of a standard in a different category.  

Even with these differences in proportion, however, the findings for ELA suggest the need to 

review the panelistsΩ Ǌŀǘƛƴgs and comments but do not raise critical concerns about the validity 

of the test score interpretations. The correlations among subscores, which would be scores for 

individual categories such as Key Ideas and Details, is typically very high within a content area 

and some variation in proportion from the blueprint and over time is common. 
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Grade 3 ELA 

 Blueprint Items as Rated by Vendor Items as Rated by Panelists 

Standards on blueprint not on form = 5 

Standards on form not on blueprint = 0 

  

 

 

 

Key Ideas and Details 0.21 0.23 0.20 

Craft and Structure 0.31 0.33 0.53 

Integration 0.31 0.27 0.16 

Language/Editing 0.21 0.17 0.12 

 

Figure 1. Grade 3 ELA: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists  
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Grade 6 ELA 

 Blueprint Items as Rated by Vendor Items as Rated by Panelists 

Standards on blueprint not on form = 1 

Standards on form not on blueprint = 1 

   

Key Ideas and Details 0.20 0.21 0.31 

Craft and Structure 0.30 0.31 0.28 

Integration   0.30 0.25 0.19 

Language/Editing 0.20 0.21 0.20 

Text based writing 0.02 0.02 0.02 

 

Figure 2. Grade 6 ELA: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists   
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Grade 10 ELA 

 Blueprint Items as Rated by Vendor Items as Rated by  Panelists 

Standards on blueprint not on form = 5 

Standards on form not on blueprint = 0 

   

Key Ideas and Details 0.20 0.22 0.35 

Craft and Structure 0.31 0.31 0.31 

Integration   0.31 0.28 0.19 

Language/Editing 0.20 0.17 0.13 

Text based writing 0.02 0.02 0.02 

 

Figure 3. Grade 10 ELA: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists   
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Grade 4 Math 

 Blueprint Items as Rated by Vendor Items as Rated by Panelists 

Standards on blueprint not on form = 3 

Standards on form not on blueprint = 0 

   

Operations and Algebraic Thinking 0.20 0.17 0.15 

Numbers and Operations Base 10 0.20 0.23 0.22 

Numbers-Operations ς Fractions  0.26 0.25 0.26 

Measurement, Data, Geometry 0.33 0.35 0.37 

 

Figure 4. Grade 4 Math: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists   
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Grade 7 Math 

 Blueprint Items as Rated by Vendor Items as Rated by Panelists 

Standards on blueprint not on form = 2 

Standards on form not on blueprint = 2 

   

Ratio & Proportional Relationships 0.25 0.25 0.21 

Expressions & Equations 0.21 0.21 0.29 

Geometry   0.23 0.23 0.21 

Statistics & Probability 0.16 0.16 0.16 

The Number System 0.14 0.14 0.13 

 

Figure 5. Grade 7 Math: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists   
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Algebra 1 End of Course 

 Blueprint Items as Rated by Vendor Items as Rated by Panelists 

Standards on blueprint not on form = 5 

Standards on form not on blueprint = 0 

   

Algebra and Modeling 0.41 0.41 0.45 

Functions and Modeling 0.40 0.40 0.32 

Statistics and the Number System  0.19 0.19 0.23 

 

Figure 6. Algebra 1: Match between Standards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists
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Test Consequences 

FLDOE and AIR provided mock-ups of the individual student reports they intend to use to 

ŎƻƳƳǳƴƛŎŀǘŜ ƛƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ŀ ǎǘǳŘŜƴǘΩǎ ǘŜǎǘ ǇŜǊŦƻǊƳŀƴŎŜ ǘƻ ǎǘǳŘŜƴǘǎΣ ǇŀǊents, and 

teachers. These mock-ǳǇ ǎǘǳŘŜƴǘ ǊŜǇƻǊǘǎ ǿŜǊŜ ǘǿƻ ǇŀƎŜǎ ƛƴ ƭŜƴƎǘƘ ŀƴŘ ƛƴŘƛŎŀǘŜŘ ǘƘŜ ǎǘǳŘŜƴǘΩǎ 

percentile rank and, for each of the reporting categories, the number of points the student 

earned, the number of points possible, and the average number of points earned statewide. 

Currently, the state does not plan to report scale score information or scores in relation to 

performance levels as required by ESEA given this is the first year of FSA implementation. 

However, the state does plan to provide a formula that can be used by districts to transform the t-

score into a scale score so that districts can do their own analyses to retrofit scores for informational 

purposes. AIR and FLDOE evaluated several options to determine the interim standards and 

consulted with members of the Technical Advisory Committee (TAC) as well as an expert 

specializing in assessment and the law. Equipercentile linking of the cut scores from FCAT 2.0 to 

FSA was selected as the approach for establishing the interim cut scores for grade 3 ELA and 

Algebra 1.  

FLDOE and AIR have yet to develop interpretive guides for the scores reports; therefore, this 

information could not be included within this evaluation. The status of development of these 

documents aligns with typical practice for a program in the first year of implementation. 

Findings 

FLDOE and AIR provided extensive documentation about the test development/adaptation 

process at the item and test blueprint levels. In the limited timeline available for FLDOE to 

establish a new assessment system, FLDOE took great care in adapting an existing test to meet 

the Florida Standards. 

DƛǾŜƴ ǘƘŀǘ ǘƘŜ нлмр C{! ǿŀǎ ŀƴ ŀŘŀǇǘŀǘƛƻƴ ƻŦ ŀƴƻǘƘŜǊ ǎǘŀǘŜΩǎ ŀǎǎŜǎǎƳŜƴǘΣ ƳǳŎƘ ƻŦ ǘƘŜ 

documentation about test development came from that other state. This documentation 

reflects an item development process that meets industry standards, although the 

documentation does not appear to be well represented in the body of technical documentation 

AIR offers, especially for an assessment that has been in place for more than one year. Likewise, 

the documentation of the original blueprint development process appears to have been 

adequate, but that information had to be pieced together with some diligence. The 

documentation about the process FLDOE undertook to adapt the blueprints and to select from 

the pool of available items reflects what would have been expected during a fast adaptation 

ǇǊƻŎŜǎǎΦ ¢ƻ ŦŀŎƛƭƛǘŀǘŜ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǘƘŜ ǘŜǎǘǎ ŀƴŘ ǘƘŜ ǘŜǎǘ ǎŎƻǊŜǎΣ C[5h9 ǎƘƻǳƭŘ 

consider a review and reorganization of the information about how the FSA came to be. This is 

not a highly critical finding given the short FSA development timeline to date; the decision to 

prioritize activities related to development over documenting those activities this past year 

seems logical and reasonable. 
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The first set of blueprint analyses reviewed the general overlap of standards on the blueprint 

and standards indicated for the items on the test forms. Findings indicated that the blueprints 

that were evaluated (grades 3, 6, and 10 for English Language Arts, grades 4 and 7 for 

Mathematics, and Algebra 1) do reflect the Florida Standards in terms of overall content match. 

That is, FLDOE and AIR selected items that conformed to the broad content of the blueprints. 

When considered in combination with the item review results from Study 1, these results 

further indicate that the forms, as reviewed by panelists, conform to the blueprints because of 

ǘƘŜ ǎǘǊƻƴƎ ŘŜƎǊŜŜ ƻŦ ŀƎǊŜŜƳŜƴǘ ōŜǘǿŜŜƴ ǘƘŜ ƛƴǘŜƴŘŜŘ ŎƻƴǘŜƴǘ ƻŦ ǘƘŜ ƛǘŜƳǎ ŀƴŘ ǘƘŜ ǇŀƴŜƭƛǎǘǎΩ 

ratings. However, the lack of standard specific cognitive complexity expectations in the 

blueprints means that test forms could potentially include items that do not reflect the 

cognitive complexity in the standards and could vary in cognitive complexity across forms, thus 

allowing for variation across students, sites, and time. Given the extensive information in the 

item specifications, it would be possible to select items that meet cognitive complexity 

expectations when populating a test form if standard specific cognitive complexity were 

included on the blueprints. This exclusion of cognitive complexity from the blueprint does not 

meet industry standards. 

A second set of analyses compared the blueprints, intended item content, and item content as 

rated by panelists in terms of proportions of items across the level of the categories listed 

above. The results for Math were all strong and positive. The results for ELA are generally 

positive, although a few of the categories were either under- or over-represented as indicated 

ƛƴ ǘƘŜ ǇŀƴŜƭƛǎǘǎΩ ǊŀǘƛƴƎǎΦ ¢Ƙƛǎ ǊŜǎǳƭǘ ŜƳŜǊƎŜŘ ŜǾŜƴ ǿƛǘƘ ǘƘŜ ƎŜƴŜǊŀƭ ŀƎǊŜŜƳŜƴǘ ōŜǘǿŜŜƴ ǘƘŜ 

vendor ratings of the items and the panelist ratings described in Study 1.  

In regard to test consequences and the corresponding review of score reporting materials, the 

individual score reports must include scale scores and indicate performance in relation to 

performance standards. The performance level descriptors must be included in the report as 

must some means for communicating error. Currently, this information is not included within 

the drafted FSA score reports given the timing of this evaluation and the intent to release 

reports prior to standard setting and consideration should be given to inclusion for subsequent 

years after standard setting is complete. 

Given the timing of this review, FLDOE and AIR have yet to develop interpretation guides for 

the score reports. These guides typically explicate a deeper understanding of score 

interpretation such as what content is assessed, what the scores represent, score precision, and 

intended uses of the scores. These guides are critical to ensuring appropriate interpretation and 

intended use of the FSA scores. Given the use of FSA scores for promotion and graduation 

decisions as well as to improve instruction (FLDOE, 2015), it is important to document evidence 

ƻǳǘƭƛƴƛƴƎ ǘƘŜ ƛƳǇŀŎǘ ƻƴ ƛƴǎǘǊǳŎǘƛƻƴŀƭ ǇǊŀŎǘƛŎŜǎ ŀƴŘ ǎǘǳŘŜƴǘǎΩ ƭŜŀǊƴƛƴƎ ŜȄǇŜǊƛŜƴŎŜǎ ŀƴŘ ǘƘŜ 

appropriateness of this relationship between instruction and the FSA. As stated above, FLDOE 

and AIR have yet to develop interpretation guides for the FSA score reports. The status of 

development of these documents aligns with typical practice for a program in the first year of 
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implementation. In subsequent years, specific information on the score reports and in the 

interpretation guides should be targeted directly at teachers and districts to support the 

improvement of instruction, especially in those areas related to the reporting categories. 

Further, technical documentation for the FSA outlining the validity of the intended uses of the 

scores should specifically document the rationale for and evidence supporting the relationship 

between instruction and the FSA.  

Commendations 

¶ FLDOE clearly worked intensely to establish an operational assessment in a very short 

timeline and considered on both content and psychometric concerns. 

Recommendations 

Recommendation 3.1 FLDOE should finalize and publish 

documentation related to test blueprint construction. Much of 

the current process documentation is fragmented among 

multiple data sources. Articulating a clear process linked to the 

intended uses of the FSA test scores provides information to 

support the validity of the intended uses of the scores.  

Recommendation 3.2 FLDOE should include standard specific cognitive complexity 

expectations (DOK) in each grade-level content area blueprint. While FLDOE provides 

percentage of points by depth of knowledge (DOK) level in the mathematics and ELA test design 

summary documents, this is insufficient to guide item writing and ensure a match between 

item DOK and expected DOK distributions.  

Recommendation 3.3 FLDOE should document the process through which the score reports 

and online reporting system for various stakeholders was developed, reviewed, and 

incorporated usability reviews, when appropriate. Given the timing of this evaluation, the 

technical documentation outlining this development evidence for the FSA score reports was 

incomplete.  

Recommendation 3.4 FLDOE should develop interpretation guides to accompany the score 

reports provided to stakeholders. The guides should include information that supports the 

appropriate interpretation of the scores for the intended uses, especially as it relates to the 

impact on instruction. 

   

Finalizing and publishing 

documentation related to 

test blueprint construction 

is highly recommended.  
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Study 4: Evaluation of Test Administration 

Study Description  

Given many of the challenges that were publicly reported regarding administration of the 

Florida Standards Assessments (FSA) in 2015, this study of the test administration practices 

contributes important information about the design and implementation of the delivery 

platform, as well as the potential impact on the validity of scores for students in Florida. 

Information was gathered from multiple sources to ensure a comprehensive review of the FSA 

test administration.   

The study included in-person and virtual interviews with staff at FLDOE and its partner vendors 

to gather information that was not included in the provided documentation and to clarify 

evidence.  The work also included a survey and focus groups to gather information directly from 

Florida district assessment coordinators on the nature and degree of test interruptions within 

the test administration.  The evaluation team also identified key data and information that was 

required for the study and was produced by AIR.  Finally, numerous other pieces of data and 

reports from FLDOE and AIR were also reviewed to gain greater understanding of the nature 

and magnitude of the test administration issues.  Planned activities for this study included: 

¶ Review of the delivery system from local education agencies to consider the following: 

o Training and testing of the system prior to the exam administration 

o Technical specifications provided for the test administration and protocols for 

the test administration 

¶ Review of third-party technology and security audit reports including any stress testing 

performed on the system prior to the administration 

¶ Review of test administration practices, including the following: 

o Documented student interruptions or students who encountered difficulty 

initially entering into the system to begin an assessment 

o Procedures that were followed when administration issues were encountered 

and the process followed to resolve the issues 

Sources of Evidence 

As part of the investigation, the evaluation team worked with FLDOE, its vendors, and directly 

with school districts to gain a better understanding of the spring 2015 FSA administrations. The 

evaluation team collected information from district representatives through three different 

activities:  

1. the Administration Debrief Meeting held by FLDOE in Tallahassee on June 15 and 16  

2. an online survey of district assessment coordinators  

3. three focus group meetings with district representatives held across Florida in July 
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The evaluation team also reviewed a number of documents and reports that were produced by 

the FL DOE and their vendors.  The primary documents used as part of this review included:  

¶ FSA Test Administrator User Guide 2014-2015 

¶ FSA ELA, Mathematics and EOC Quick Guide Spring 2015 

¶ 2015 Test Administration Manual 

¶ Spring 2015 FSA Training Materials PPT 

¶ 2014-15 Test Administration and Security Agreement 

¶ AIR Secure Browser Installation Manual 2014-2015 

¶ AIR Technical  Specifications Manual for Technical Coordinators 2014-2015 

¶ 2014-15 Certification Process Diagram and Memo 

¶ Letter to Pam Stewart, Commissioner of Education FLDOE from John Ruis, President FADSS 

¶ 2015 Spring FSA Superintendent Certifications (30 school district records) 

¶ Calculator Policy and Supporting Documents 

¶ Monthly Emails from FLDOE to DAC 

In addition, the evaluation team identified multiple data points that were needed as part of the 

investigation and reviewed all data produced by both FLDOE and by AIR. These reports and data 

included: 

¶ Number of students active in both sessions of Reading on the same day 

¶ Number of students who completed Reading (all sessions) in one day 

¶ Number of students who completed Mathematics (all sessions) on the same day 

¶ Number of students active in a single session on multiple days 

¶ Number of students who took Writing in the second and third window 

¶ Number of tests reopened 

Each of these data files included data for schools, districts, and statewide totals. The only 

exception was the number of tests reopened and the number of students taking Writing in the 

second and third window, which provided data on a statewide basis. This evaluation also 

included analyses performed by AIR that focused on the consistency of trends and the potential 

empirical impact of the administration on test and item performance. These analyses were 

delivered via the technical report titled Impact of Test Administration on FSA Test Scores.   

Study Limitations 

From the onset of this evaluation, issues related to the spring administration of the FSA were 

already known. AIR and FLDOE communicated these issues to the evaluation team.  Many of 

the administration issues are complex and challenging to investigate. As such, the use of a 

single point or source of data to capture the impact of these issues would not be appropriate,.  

Quantitative student data such as test scores or counts of the number of students impacted 

were not necessarily sufficient because they may not discernibly reflect the impact on factors 

like motivation and student effort. To better understand the FSA administration issues, 
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qualitative feedback from various district representatives across the state was also collected. 

This evidence is essential to this evaluation because it provides information related to the series 

of events that occurred during the test administrations. However, this qualitative feedback also 

has its limitations and does not provide a measure of the impacts that these issues had on 

student performance and test scores.  

Some of the administration-related issues that have been raised are, by their nature, not easily 

measured.  For example, if students are unable to login to the test administration system, there 

is not necessarily a record of student login attempts that can be used to evaluate how 

commonly this type of issue was encountered. Therefore, for some noted issues, there is 

minimal data available to gauge the number of students impacted and the degree of impact on 

student scores.  

Industry Standards 

One of the fundamental tenants of educational assessment is that the test administration must 

follow consistent, standardized practices to provide all students the opportunity to 

demonstrate their knowledge and skills. The Test Standards highlight the essential role of 

standardization; Chapter 6 on test administration begins as follows: 

The usefulness and interpretability of test scores require that a test be administered and 

ǎŎƻǊŜŘ ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ ǘŜǎǘ ŘŜǾŜƭƻǇŜǊΩǎ ƛƴǎǘǊǳŎǘƛƻƴǎΦ ²ƘŜƴ ŘƛǊŜŎǘƛƻƴǎΣ ǘŜǎǘƛƴƎ 

conditions, and scoring follow the same detailed procedures for all test takers, the test 

is said to be standardized. Without such standardization, the accuracy and comparability 

of score interpretations would be reduced. (Test Standards, p. 111)   

For most educational assessments, the ability to make the intended 

inferences and comparisons is directly tied to the standardization of 

the test administration. For example, standardized, controlled 

conditions are required to compare student performance across 

students, teachers, schools, districts, and years.    

Cohen and Wollack (2006) also discuss the importance of 

standardization in test administration by stressing that the 

standardization requirement is not met merely because students 

have received the same set of items, the same type of items, or 

ǎŎƻǊŜǎ ƻƴ ǘƘŜ ǎŀƳŜ ǎŎŀƭŜΦ  LƴǎǘŜŀŘΣ άǘŜǎǘǎ ŀǊŜ ǎǘŀƴŘŀǊŘƛȊŜŘ ǿƘŜƴ ǘƘŜ ŘƛǊŜŎǘƛƻƴǎΣ ŎƻƴŘƛǘƛƻƴǎ ƻŦ 

administration, and scoring are clearly defined and fixed for all examinees, administrations, and 

ŦƻǊƳǎέ όǇ. 358).   

A number of specific Test Standards address appropriate test administration procedures and 

their importance to the reliability, validity, and fairness of the tests. Standard 6.1 discusses the 

ƛƳǇƻǊǘŀƴŎŜ ƻŦ ǘŜǎǘ ŀŘƳƛƴƛǎǘǊŀǘƛƻƴ ǇǊŀŎǘƛŎŜǎ ŀƴŘ ǘƘŀǘ ǘƘŜ ǘŜǎǘ ŀŘƳƛƴƛǎǘǊŀǘƛƻƴ ǎƘƻǳƭŘ άŦƻƭƭƻǿ 

ŎŀǊŜŦǳƭƭȅ ǘƘŜ ǎǘŀƴŘŀǊŘƛȊŜŘ ǇǊƻŎŜŘǳǊŜǎ ŦƻǊ ŀŘƳƛƴƛǎǘǊŀǘƛƻƴ Χέ όTest Standards, p. 114). This 

The usefulness and 

interpretability of test 

scores require that a 

test be administered 

and scored according 

ǘƻ ǘƘŜ ǘŜǎǘ ŘŜǾŜƭƻǇŜǊΩǎ 

instructions. (Test 

Standards, p. 111) 
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standard also stresses the need for appropriate training for all individuals involved with the 

administration to allow them to understand the value and importance of their role in the test 

administration.   

Standard 6.3 focuses on the requirements for testing programs when any deviation from the 

standardized procedures are encountered by ǎǘŀǘƛƴƎ ǘƘŀǘ άŎƘŀƴƎŜǎ ƻǊ ŘƛǎǊǳǇǘƛƻƴǎ ǘƻ 

standardized test administration procedures or scoring should be documented and reported to 

ǘƘŜ ǘŜǎǘ ǳǎŜǊέ όTest Standards, p. 115).   

In addition to discussing the value and importance of administration practices and 

standardization of these practices, the Test Standards also focus on the need to develop a 

system that quickly and efficiently deals with any test administration difficulties that may arise.  

In Chapter 12, which focuses on educational assessment, the Test Standards ǎǘŀǘŜ ǘƘŀǘ άǘŜǎǘ 

developers have an obligation to support the test administration process and to provide 

ǊŜǎƻǳǊŎŜǎ ǘƻ ƘŜƭǇ ǎƻƭǾŜ ǇǊƻōƭŜƳǎ ǿƘŜƴ ǘƘŜȅ ŀǊƛǎŜέ όTest Standards, p. 192). 

The purpose of highlighting the relevant Test Standards at the outset of our discussion of this 

study is to emphasize that the standardization of test administration conditions is a prerequisite 

for subsequent data analyses and interpretation of scores. Deviations from the intended 

standardized conditions and environment can impact the comparability and interpretability of 

scores. Per the Test Standards, test administration issues must be addressed immediately to 

resolve the issue and investigate the impact of the issue on the scores and their uses. 

Florida Standards Assessments Processes and Evaluation Activities 

District Data Collection 

As mentioned previously, the evaluation team used a combination of data and information 

collected directly from Florida district representatives and data and information from FLDOE 

and AIR to reach the most comprehensive understanding of the FSA administration as possible.   

FLDOE invited members of the evaluation team to attend the Administration Debrief Meeting. 

Thirteen districts were represented at the meeting; district assessment coordinators provided 

feedback to FLDOE and testing vendors regarding the challenges and accomplishments of the 

2014-15 administrations. This meeting provided valuable information and insight into the test 

administration difficulties that Florida schools and districts encountered.  It also highlighted a 

number of critical areas where further information is needed. 

After this meeting, the evaluation team developed a questionnaire; on July 1, 2015, this 

questionnaire was distributed via an email survey to district assessment coordinators or 

representatives from every district in the state.  The survey closed on July 20; at that time, data 

were available from 55 respondents who represented 48 of the 76 Florida districts. Complete 

data on the survey and the responses received can be found in Appendix C.   
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In addition to the survey, three focus groups were held in Florida; these focus groups provided 

district representatives with the opportunity to share their experiences and to allow the 

evaluation team to ask follow-up questions and ensure accurate understanding of the events 

related to the test administrations. The focus group meetings were held on July 15 and 16 at 

schools within each of the following districts: Leon County, Miami-Dade County, and Orange 

County. District assessment coordinators or similar representatives from every district in Florida 

were invited to attend the meeting, but participation was limited to two representatives for 

each district. Across the three focus group meetings, a total of 56 participants from 33 districts 

attended the focus groups. Appendix D provides a complete listing of the data collected across 

these three focus group meetings.  

Table 12 provides a summary of the districts from which the evaluation 

team received feedback regarding the FSA administrations. Between the 

Administration Debrief Meeting, the online survey, and the three focus 

group meetings, 53 of 76 districts (69.7%) provided input and data that 

were used for this evaluation. 

  

53 of 76 districts 

(69.7%) provided 

input and data that 

were used for this 

evaluation. 



   E v a l u a t i o n  o f  F S A  F i n a l  R e p o r t 

 75 

 

Table 12: District representation across study-related activities 

District   Study Participation 
Number District Name Debrief Survey Focus Group 

1 ALACHUA       

2 BAKER   x   

3 BAY   x x 

4 BRADFORD   x   

5 BREVARD     x 

6 BROWARD x x x 

7 CALHOUN   x   

8 CHARLOTTE       

9 CITRUS   x x 

10 CLAY       

11 COLLIER   x   

12 COLUMBIA       

13 MIAMI DADE x x x 

14 DESOTO   x x 

15 DIXIE   x   

16 DUVAL       

17 ESCAMBIA   x x 

18 FLAGLER       

19 FRANKLIN       

20 GADSDEN   x x 

21 GILCHRIST x x   

22 GLADES       

23 GULF       

24 HAMILTON   x x 

25 HARDEE       

26 HENDRY       

27 HERNANDO   x   

28 HIGHLANDS   x   

29 HILLSBOROUGH x x x 

30 HOLMES   x   

31 INDIAN RIVER       

32 JACKSON       

33 JEFFERSON   x   

34 LAFAYETTE   x   

35 LAKE x x x 

36 LEE x x   

37 LEON   x x 

38 LEVY   x   

39 LIBERTY   x   
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District   Study Participation 
40 MADISON   x   

41 MANATEE   x x 

42 MARION   x x 

43 MARTIN   x x 

44 MONROE       

45 NASSAU     x 

46 OKALOOSA   x x 

47 OKEECHOBEE   x x 

48 ORANGE x x x 

49 OSCEOLA     x 

50 PALM BEACH x x x 

51 PASCO   x x 

52 PINELLAS   x x 

53 POLK   x x 

54 PUTNAM   x   

55 ST JOHNS     x 

56 ST LUCIE x x x 

57 SANTA ROSA   x x 

58 SARASOTA   x   

59 SEMINOLE x x x 

60 SUMTER   x x 

61 SUWANNEE   x x 

62 TAYLOR       

63 UNION       

64 VOLUSIA x x x 

65 WAKULLA x     

66 WALTON       

67 WASHINGTON x x   

68 FSDB   x x 

69 WCSP       

71 FL VIRTUAL   x x 

72 FAU LAB SCH       

73 FSU LAB SCH       

74 FAMU LAB SCH       

75 UF LAB SCH   x   

80 STATE COLLEGES       

98 AHFACHKEE SCHOOL       

Feedback from districts was used along with the documentation provided by FLDOE and its 

vendors, information collected during meeting and interviews with FLDOE and vendor staff, as 
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well as various analyses provided by AIR related to the impact of the various administration 

issues investigated. 

Test Administration Investigation by Test 

In the remainder of this section, a number of issues or concerns that have been raised in 

regards to the FSA test administration are reviewed.  The three primary issues that were 

encountered within each of the three content areas (Writing, Reading, and Math) are discussed 

first.  District administrators identified each of these issues as the biggest challenge they faced 

this past year.  While the Writing and Reading tests are combined for scoring and reporting of 

the English Language Arts (ELA) FSAs, the tests are administered in distinct sessions and are 

therefore addressed separately here. After reviewing the issues for Writing, Reading, and Math, 

the remaining sections outline additional issues that were encountered, some of which 

impacted all FSA administrations, others of which were relevant for specific tests. For each 

issue, after the nature of the issue is described, available evidence that describes the extent 

and nature of the issue is discussed.   

Writing 

Description of Administration Challenges. The FSA Writing test was comprised of one session; 

students were required to review multiple sources of evidence about a single topic.  After 

reviewing the materials, students were required to respond to a prompt by organizing and 

providing information to support their opinion on the topic.  For grades 4 to 7, the test was 

administered via a paper-and-pencil model (PP); for grades 8 to 10, a computer-based testing 

(CBT) modality was used.   

Across the Administration Debrief Meeting, the online survey, and the focus groups, only minor 

issues related to materials distribution were noted regarding the PP-based Writing tests in 

grades 4 through 7. District assessment coordinators noted that these materials issues caused 

inconveniences; however, these inconveniences were manageable, typical of issues 

encountered during statewide assessment administrations, and not impactful for students.  

For the CBT administrations in grades 8 to 10, considerably more reports of difficulty occurred 

with the test administration. The issues with the Writing test centered around two distinct 

issues. First, many schools reported that their students were unable to login to the testing 

system. Second, students appeared to be kicked out of the testing system without explanation, 

and possibly lost some of their work when it occurred.   

Students were unable to login to the system because of two different problems.  First, the login 

system had difficulties due to changes in the student database.  Therefore, some students were 

unable to login at the time they were scheduled during the first two days of the testing window.   
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The problems on these two days were followed by a Distributed Denial of Services (DDoS) 

attack that occurred on Thursday, March 5 (DDoS attacks also occurred on March 2nd and 3rd, 

but were likely masked by the login difficulties that were encountered). The login issues and the 

DDoS attacks had much the same effect from the schooƭǎΩ ǇŜǊǎǇŜŎǘƛǾŜǎΤ some students were 

unable to login to the system and begin their testing session. The extent of these problems is 

difficult to estimate because the AIR online delivery system only tracks activity after login. Data 

that might suggest ongoing challenges like multiple failed login attempts are not recorded. 

The second issue for the CBT writing administrations related to students being removed from 

the testing system and in some cases losing work not saved in the last two minutes as a result. 

AIR explained that this issue primarily resulted from system settings related to an inactivity 

timer. While FLDOE and district test administrators were aware that an inactivity timer was in 

place for each test session that a test administrator created, they were not made aware that 

another inactivity timer, that monitored the activity of individual students, was also in place. 

This timer removed students from the testing system after 60 minutes of inactivity. After this 

time elapsed, students were inactive in the system. The student was not alerted to this 

condition until the next time the system tried to automatically save the student work, which 

happened every two minutes. Therefore, work completed after this 60 minutes of inactivity 

could have been lost.  Some of the students who were timed out were unable to return 

immediately to their work, and needed to return either later that day or on subsequent days to 

finish their test.   

Evidence. To investigate and better understand the various issues that occurred during the FSA 

writing administrations, the evaluation team sought both quantitative and qualitative 

information related to the prevalence of the issues and the type and degree of impact that they 

may or may not have had on student test scores. These data came from two sources: (1) both 

quantitative and qualitative feedback from district assessment coordinators and other 

representatives and (2) from AIR based on information compiled within their testing system. 

Within the online survey of district assessment coordinators, several questions addressed the 

issues encountered during the FSA writing administration. Of the 55 survey responses, 94% 

indicated that their district experienced some type of technology issue during the 

administration of the CBT Writing tests. Of those impacted, 81% reported that students 

experienced difficulties logging into the system and 77% reported that some number of 

students lost work.  

District assessment coordinators were also asked to estimate the percentage of students in 

their district that were impacted by the technology issues for the Writing test. As shown in 

Figure 7, 13 of the 53 respondents, or approximately 25%, estimated that 1-9% of students 

within their district were impacted by technology issues on the Writing FSAs while 12 

respondents, or about 23%, estimated that 10-19% of students were impacted. Almost half of 
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the respondents (27 of 53) estimated that 20% or more of the students in their district were 

impacted by the writing technology issues.  

 

Figure 7: DistriŎǘ wŜǇǊŜǎŜƴǘŀǘƛǾŜǎΩ Estimated Percentage of Students Impacted by Writing Technology 

Issues 

Based on the issues experienced, 38% of respondents reported that technology difficulties had 

a major impact on the Writing test administration, 36% characterized the impact as moderate, 

and 6% of respondents reported that the issues had no impact. All online survey data, including 

the data related to the writing administration, can be found in Appendix C. 

Data from both the Administration Debrief Meeting and the three focus group meetings aligned 

with the data provided through the online survey. Preliminary survey data (i.e., responses 

received through July 13) were available for the focus group meetings; the evaluation team 

shared the initial findings with the focus groups and asked the district representatives to 

respond to the accuracy of the survey data and provide more details about their experiences 

with the Writing test administrations. At the focus group meetings, the district representatives 

provided additional information about the activities that occurred just prior to students losing 

work as well as the process and experiences for recovering student work. District 

representatives also emphasized the severity of issues related to students losing work, 

regardless of the number of students impacted. Finally, the district representatives also 

discussed and shared experiences related to the impact that the various system issues had both 

directly and indirectly on the student testing experience (e.g., students who experienced noisy 

and disruptive testing environments even when the individual student was not directly 

impacted by a testing issue).   
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In addition to the various sources of information from district representatives, AIR provided 

quantitative data to estimate the magnitude of the impact of the CBT writing administration 

issues on Florida students.  AIR reported approximately 600 documented cases of students 

losing work on the Writing test across grades 8-10.   

AIR also provided the evaluation team with data that summarized the number of students, by 

test, that were logged into the same test session on multiple days.  This data provides insight 

into the magnitude of the problem of students being logged out of the system, being unable to 

log back in, and having to complete testing on a later date.  As can be seen in Table 13, the 

number of students who were in the same test session across multiple days was less than 1% of 

the student population in each of the three grades.   

Table 13. State-Level Occurrence of Students in the Writing Session on Multiple Days 

Writing 

Total Students 
Tested 

(Statewide)* 

Students in Session on Multiple Days 

Number Percent of Total 

Grade 8 201,700 678 0.33% 

Grade 9 207,092 563 0.27% 

Grade 10 197,072 456 0.23% 

*These values are estimates based on data provided by AIR and do not represent final counts of 

students completing the test 

In addition to reviewing this data at the state level, the information was also disaggregated to 

the school level and combined with estimates for the number of students who completed 

Writing at each school.  It is important to note here that this data should not be treated as 

official state-certified data; instead, these data represent the estimates from the evaluation 

team to understand how the impact was felt at the school level.  Aggregated to the school level, 

at least 1 student in approximately 17% to 19% of schools had students who had to test over 

more than one day to complete the Writing test.  Within the schools that had at least one 

student impacted, the percent of students impacted was estimated to be between 1% and 2% 

as shown in Table 14.    

Table 14. School-Level Occurrences of Students in the Writing Session on Multiple Days 

Writing 

Total Schools 
Administered 
Assessment 

Schools with Students in 
Same Session on Multiple Days 

Number 
Percent of 

Total 

Average Percent 
of Students 

Within School 
Impacted 

Grade 8 1,303 226 17.34% 2.14% 

Grade 9 992 180 18.14% 1.09% 

Grade 10 921 175 19.00% 0.91% 
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In addition to data on the number of Florida students impacted, AIR conducted an analysis that 

was designed to determine if shifts in trends could be observed with this yearΩǎ FSA results.  The 

C{! ǎŎƻǊŜ ǎǘŀōƛƭƛǘȅ ŀƴŀƭȅǎƛǎ ŦƛǊǎǘ ƎŀǘƘŜǊŜŘ ǘƘŜ ŎƻǊǊŜƭŀǘƛƻƴ ōŜǘǿŜŜƴ ǎǘǳŘŜƴǘǎΩ C/!¢ нΦл Reading 

scores in 2012-13 and 2013-14.  Correlations are statistical values that range from -1.0 to 1.0, 

and the statistic represents an estimate for how closely related two different set of number are.  

When you have two sets, and the numbers increase in approximately same fashion, the 

correlation between those two data sets will have a strong positive correlation.  Values above 

0.75 represent strong positive correlations between the test scores.   

These correlations were ŎŀƭŎǳƭŀǘŜŘ ōȅ ƎŀǘƘŜǊƛƴƎ ǘƘŜ ǎŀƳŜ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ ƻǾŜr two years.  For 

every student included, their test scores from two consecutive years were gathered.  For 

example, the data could have been from students who took Reading FCAT 2.0 in 5th grade in 

2012-13, and the Reading FCAT 2.0 in 6th grade in 2013-14.  For all of the data that linked the 

2012-13 to the 2013-14 academic year, the correlations represent the baseline correlation 

values presented in Table 15. ¢ƘŜǎŜ ǾŀƭǳŜǎ ǊŜǇǊŜǎŜƴǘ ǘƘŜ ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ 

across the two years.  

After gathering these values for the baseline correlations, the same calculations were 

completed but using data from the 2013-14 Reading FCAT 2.0 and the 2014-15 FSA English 

Language Arts test score.  These correlation values represent the current values provided in 

Table 15.  The baseline and current correlations are nearly the same indicating that the 

ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ ŦǊƻƳ ƻƴŜ ȅŜŀǊ ǘƻ ǘƘŜ ƴŜȄǘ ǿŀǎ ƴƻ ŘƛŦŦŜǊŜƴǘ ŦǊƻƳ нлмо-14 

to 2014-15 than those seen from 2012-13 to 2013-14. Issues encountered with the FSA Writing 

administrations in 2014-15 did not impact this relationship at the state level.   

Table 15: Comparison of baseline and current correlations between two yearsΩ test scores in 
English Language Arts 

Test  Baseline* Current** 

Grade 4 ELA test score to Grade 5 ELA test score 0.80 0.80 

Grade 5 ELA test score to Grade 6 ELA test score 0.82 0.82 

Grade 6 ELA test score to Grade 7 ELA test score 0.81 0.82 

Grade 7 ELA test score to Grade 8 ELA Test Score 0.82 0.82 

Grade 8 ELA test score to Grade 9 ELA test score 0.83 0.83 

Grade 9 ELA test score to Grade 10 ELA test score 0.82 0.82 

* Baseline correlations were calculated between 2012-13 and 2013-14 test scores 

** Current correlations were calculated between 2013-14 and 2014-15 test scores 

 

Reading 

Description of Administration Challenges. For Reading, grades 3 and 4 FSAs were administered 

PP while grades 5 to 10 were administered via CBT.  As with the Writing test, the PP test 
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administrations did not cause significant issues with their test administration.  In general, test 

administrators were able to complete the test administrations in a timely manner and without 

serious complications.   

The CBT exams for Reading included two sessions; students were scheduled to complete one 

session on their first day and the second session on a following day. Students who completed 

session 1 should not have entered into session 2 until the next day, and students should have 

been restricted from access to session 2 unless they received approval from the test 

administrators to move forward.  For Reading, the primary concern that was raised focused on 

this student transition from session 1 to session 2.   

The student movement across testing sessions appears to have occurred for a number of 

different reasons.  Some students had not yet finished session 1, but were merely scanning 

forward in the test form, and did not realize that they had entered into session 2. Other 

students had completed session 1 and moved forward unaware that they were entering into 

session 2.  Once students entered into session 2, they were unable to go back to session 1. They 

needed to close out of their testing session and request it to be reopened through the test 

administration management system. This led to some serious administration delays because 

this reopening of tests required the involvement of the district assessment coordinator and AIR 

as well as FLDOE approval, actions that in some cases took several days to complete before the 

student could resume testing. 

Evidence. The review of the Reading test administration began with the development and 

analysis of the survey results, as well as the information collected during the focus group 

meetings.  On the survey, 91% of the respondents indicated that their district had experienced 

some type of technology issue associated with the Reading test. Of the respondents, 77% 

indicated that some students had difficulty logging into the system, and 83% indicated that 

some students were inadvertently logged out while completing the test. 

District assessment coordinators were also asked to estimate the percentage of students in 

their district that were impacted by the technology issues for the Reading test. As shown in 

Figure 8, 13 of the 53 respondents, or approximately 25%, estimated that 1-9% of students 

within their district were impacted by technology issues on the Reading FSAs while 9 

respondents, or approximately 17%, estimated that 10-19% of students were impacted. 

Approximately half of the respondents (27 of 53) estimated that 20% or more of the students in 

their district were impacted by the Reading technology issues.  
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CƛƎǳǊŜ уΥ 5ƛǎǘǊƛŎǘ wŜǇǊŜǎŜƴǘŀǘƛǾŜǎΩ 9ǎǘƛƳŀǘŜŘ Percentage of Students Impacted by Reading Technology 

Issues 

Based on the issues experienced, 25% of respondents reported that technology difficulties had 

a major impact on the Reading test administration, 47% characterized the impact as moderate, 

and 8% of respondents reported that the issues had no impact. All online survey data, including 

the data related to the Reading administrations, can be found in Appendix C. 

During the focus group meetings, the district representatives described problems and issues 

that were consistent with the data from the survey. The problem with students entering session 

2 was described by many of the focus group participants.  Some participants said that after 

students inadvertently entered session 2 and had that session closed, students could not get 

back to session 1 to complete testing for that session on the same day.   

In addition to the survey and focus group information, the evaluation team also identified other 

data that would be needed to estimate the magnitude of the empirical impact of these issues 

to the evaluation team. As with Writing, the first point of data summarized the number of 

students who completed a single test session on more than one day. As can be seen in Table 16, 

less than 1% of students in each grade had records of completing the same session on different 

days.  
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Table 16. State-Level Occurrence of Students in a Reading Session on Multiple Days 

Reading 

Total Students 
Tested 

(Statewide)* 

Students in Session on Multiple Days 

Number Percent of Total 

Grade 5 196,759 493 0.25% 

Grade 6 195,746 1,296 0.66% 

Grade 7 195,531 715 0.37% 

Grade 8 201,348 625 0.31% 

Grade 9 205,531 1,203 0.59% 

Grade 10 194,985 666 0.34% 

*These values are estimates based on data provided by AIR and do not represent final counts of 

students completing the test. 

In addition to reviewing this data at the state level, the information was also disaggregated to 

the school level and combined with estimates for the number of students who completed 

Reading at each school.  It is important to note here that this data should not be treated as 

official state-certified data; instead, these data represent the estimates from the evaluation 

team to understand how the impact was felt at the school level.  Aggregated to the school level, 

at least 1 student in approximately 8% to 19% of schools had students who had to test over 

multiple days to complete a session for Reading.  Within the schools that had at least one 

student impacted, the percent of students impacted was estimated to be between 3% and 6% 

as shown in Table 17.    

Table 17. School-Level Occurrences of Students in a Reading Session on Multiple Days 

Reading 

Total Schools 
Administered 
Assessment 

Schools with Students in 
Same Session on Multiple Days 

Number 
Percent of 

Total 

Average Percent 
of Students 

Within School 
Impacted 

Grade 5 2,233 180 8.06% 3.69% 

Grade 6 1,301 215 16.53% 3.81% 

Grade 7 1,237 150 11.96% 3.37% 

Grade 8 1,303 138 12.13% 5.27% 

Grade 9 992 192 19.35% 3.63% 

Grade 10 921 159 17.26% 3.13% 

 

The issue of students advancing test sessions earlier than intended is not unique to the 2015 

FSA.  This issue began prior to CBT delivery when students could move forward in PP test 

booklets without the permission or knowledge of the test administrator. FLDOE policy for 

students who enter into session 2 has been that once students enter into the second session, 

students must complete both sessions on that day. This policy was the intended policy again in 

2015.   
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To help investigate student movement across test sessions, AIR provided two data points that 

focused on students who were active within both session 1 and 2 for Reading on the same day.  

All data was provided at the state, district, school, and test level.  The first data point provided 

the number of students that were active within both sessions on the same day.  The second 

data point was the number of students who completed both sessions on the same day per the 

administration policy.   

As can be seen in Table 18, at the state level, between 2,079 and 5,138 students per grade level 

were active in both Reading sessions on the same day, which represents between 1% and 2% of 

students who completed each test.   Across grades, between 41% and 60% of those students 

proceeded to finish their exam on that day.      

Table 18. State-level Occurrence of Students Moving Across Sessions in Reading 

Reading 

Total Students 
Tested 

(Statewide)* 

Students in Two Sessions on 
Same Day 

Students Completing Two 
Session on Same Day 

Number 
Percent (of 

Total) Number  

Percent (of 
Students in 

Two Sessions) 

Grade 5 196,759 2,079 1.05% 861 41.41% 

Grade 6 195,746 4,328 2.21% 1,869 43.18% 

Grade 7 195,531 3,301 1.69% 2,003 60.68% 

Grade 8 201,348 3,258 1.62% 1,827 56.08% 

Grade 9 205,531 5,138 2.50% 2,475 48.17% 

Grade 10 194,985 4,123 2.11% 2,503 60.71% 

*These values are estimates based on data provided by AIR and do not represent final counts of 

students completing the test. 

At the school level, as can be seen in Table 19, between 35% and 53% of schools had at least 

one student impacted by the student movement across sessions.  Within the schools impacted, 

between 5% and 15% of the students within the school appear to have had some issues with 

movement into session 2. 

Table 19. School-Level Occurrence of Students Moving Across Sessions in Reading 

Reading 

Total Schools 
Administered 
Assessment 

Schools with Students in 
Two Sessions on Same Day 

Number 
Percent of 

Total 

Average Percent 
of Students 

Within School 
Impacted 

Grade 5 2,233 800 35.82% 5.50% 

Grade 6 1,301 677 52.03% 8.20% 

Grade 7 1,237 577 46.64% 8.80% 

Grade 8 1,303 572 43.90% 12.70% 

Grade 9 992 520 52.42% 14.50% 

Grade 10 921 490 53.20% 13.10% 
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As with the Writing test, the data provided by AIR designed to look at the correlation between 

ƭŀǎǘ ȅŜŀǊΩǎ C/!¢ ǘƻ ǘƘƛǎ ȅŜŀǊΩǎ ǎŎƻǊŜ ƛǎ ŀƭǎƻ ŀǇǇƭƛŎŀōƭŜ ƘŜǊŜΦ  ¢ƘŜ 9[! ǎŎƻǊŜǎ ǳǎŜŘ ƛƴ ǘƘŜ ŀƴŀƭȅǎƛǎ 

of the Writing test above uses student performance on both the Reading and Writing tests. As 

such, the stability of score correlations supports the concept of little to no change in the 

correlations being observed this year.   

A regression analysis was also completed that focused on the test scores of students who 

mistakenly moved into session 2.  A regression analysis is another way to estimate the 

relationship between two sets of variables.  In this scenario, the 2013-14 FCAT 2.0 test scores 

can be used to predict student performance on the FSA.  For this evaluation, two different 

groups were created; the first with all students who moved into session 2, and the other group 

all students who did not.  Separate regression analyses were performed for the two groups 

across all grade levels.  For 5 of the six grade levels, the prediction equation was the same 

across the two groups.  For the one group that was different, it indicated student scores were 

slightly lower than predicted by the FCAT score.   

AIR also completed work focused on the calibration of item response theory (IRT) item 

parameters.  In the scaling of the FSA, one of the initial steps completed after screening the test 

data is to calibrate all items on the FSA.  This process of calibrating the items produces item 

statistics for every item.  Using the item statistics, a test characteristic curve (TCC) can be 

calculated.  A test characteristic curve can be used to illustrate the relationship between the 

ability estimate for students, theta, and the proportion of items the students got correct.  In the 

graph below, the percentage of items that a student got correct on the test is represented on 

the Y-axis, and labeled as TCC Proportion.  The X-axis on the graph below represents the 

estimated score for students, theta, ranging from approximately -5 to 5, with -5 representing 

the lowest estimate and 5 representing the highest possible estimate.  The Y-axis in Figure 9, 

TCC Proportion, represent the percent of items scored correctly on the exam.   

In the analysis, the item parameters and TCC were calculated for all items using the complete 

sample of students used in the item calibration, including those students who appeared to have 

been impacted by these administration-related difficulties described in the sections on Writing 

and Reading. The calculation of item parameters was then repeated, excluding those students 

who were impacted.  To illustrate these findings, the TCC for the Grade 10 ELA test is provided 

in Figure 9; the two curves almost perfectly overlap with one another.  The same analyses were 

completed across all of the tests that comprise the FSA and consistent results were observed. 

These data provide evidence that the scores of students who were impacted by issues on the 

CBT administrations of Writing and Reading did not significantly affect the statistics of the FSA 

items and tests at the state level of analysis.  
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Figure 9. Test characteristic curve for Grade 10 ELA Florida Standards Assessments, with impacted 

students included and with impacted students removed.   

Mathematics 

Descriptions of Administration Challenges. The administration of the FSA Math test closely 

paralleled the Reading test administration model.  Grades 3 and 4 were administered via PP.  

Grades 5 to 8, along with three end-of-course (EOC) tests, Algebra 1, Algebra 2, and Geometry, 

were CBT.  One important distinction between the two is that Math FSAs grades 6 to 8 had 

three test sessions, whereas Reading had only two sessions.  All other Math assessments also 

had only two sessions.   

As with the other assessments, the PP test administrations were completed and delivered 

without much difficulty.  Serious concerns were not raised about these administrations; test 

administrators were generally satisfied with the administration. For the CBT administrations, 

the difficulties described in moving across sessions were also encountered on the Math FSAs.   

Evidence. The review of the Math test administration began with the development and analysis 

of the survey results, as well as the information collected during the focus group meetings.  

Approximately 91% of survey respondents indicated that they experienced some type of 

technology issue associated with the Math test.  Of the respondents, 65% indicated that some 

students had difficulty logging into the system, and 75% indicated that some students were 

inadvertently logged out while completing the test.   

District assessment coordinators were also asked to estimate the percentage of students in 

their district that were impacted by the technology issues for the Math test. As shown in Figure 

10, 17 of the 52 respondents, or approximately 33%, estimated that 1-9% of students within 

their district were impacted by technology issues on the Math FSAs while 7 respondents, or 
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approximately 13%, estimated that 10-19% of students were impacted. Approximately 44% of 

the respondents (23 of 52) estimated that 20% or more of the students in their district were 

impacted by the Math technology issues. 

 

CƛƎǳǊŜ млΥ 5ƛǎǘǊƛŎǘ wŜǇǊŜǎŜƴǘŀǘƛǾŜǎΩ 9ǎǘƛƳŀǘŜŘ Percentage of Students Impacted by Math Technology 

Issues 

Based on the issues experienced, 10% of respondents reported that technology difficulties had 

a major impact on the Math test administration, 48% characterized the impact as moderate, 

and 10% of respondents reported that the issues had no impact.  

During the in-person focus groups, the test administrators described problems and issues that 

were consistent with the survey data.  The problem with students moving into sessions 2 and 3 

was described at length.  As with other areas, the test administrators also raised the concern 

that the impact was felt by the students who were directly impacted as well as those students 

in the same classroom as administrators and other support staff needed to be in the testing 

room to resolve the various technology issues.   

The number of students who appeared in the same session across multiple days was calculated.  

At the state level, as can be seen in Table 20, for almost every assessment, the percentage of 

students impacted was less than 1%.  For Algebra 1, the number was closer to 2%.   
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Table 20. State-Level Occurrence of Students in a Math Session on Multiple Days 

Math 

Total Students 
Tested 

(Statewide)* 

Students in Session on Multiple Days 

Number Percent of Total 

Grade 5 196,970 457 0.23% 

Grade 6 191,189 519 0.27% 

Grade 7 179,595 557 0.31% 

Grade 8 124,981 625 0.50% 

Algebra 1  206,305 91 0.04% 

Algebra 2 161,454 240 0.15% 

Geometry 198,102 202 0.10% 

*These values are estimates based on data provided by AIR and do not represent final counts of 

students completing the test. 

Across schools, for grades 5 to 8, approximately 4% to 11% of schools had at least one student 

in the same session across multiple days.  Within the schools impacted, between 3% and 7% of 

students appeared to have been in the same session on multiple days.   

One important caveat regarding the EOC data should be noted.  Data were compiled for the 

number of students at each school that took the various Math FSAs.  This data served as 

baseline data, allowing the evaluation team to estimate the percentage of students in a given 

school that were impacted by any of the test administration issues.  In the original extraction of 

data for the Math tests, data for the EOC exams were only pulled for one grade level, which 

underestimated the number of schools that administered the EOC exams and the number of 

students impacted within those schools.  Because of this issue, accurate estimates for the 

percent of school impacted as well as the percent of students within schools is not available at 

this time for the three EOCs.   

Table 21. School-Level Occurrences of Students in a Math Session on Multiple Days 

Reading 

Total Schools 
Administered 
Assessment 

Schools with Students in 
Same Session on Multiple Days 

Number 
Percent of 

Total 

Average 
Percent of 
Students 

Within School 
Impacted 

Grade 5 2,229 94 4.17% 7.06% 

Grade 6 1,322 130 9.76% 3.16% 

Grade 7 1,230 132 10.57% 4.45% 

Grade 8 1,209 87 7.20% 7.54% 

 

The second data point that was investigated for the Math assessment was the number of 

students who completed all sessions of the Math FSA in one day.  As a reminder, in Math, 

grades 6 to 8 are comprised of three sections, while all other grades and the EOC tests are 
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comprised of two sessions.  For grades 6 to 8, many schools scheduled testing to include the 

completion of two Math sessions on the same day. Therefore the completion of two sessions 

on the same day for Math in these grades is not indicative of an administration issue. Rather 

student activity in three sessions in one day would indicate an issue related to unintended 

movement across sessions.  As can be seen in Table 22, across the entire state, less than 1% of 

students completed all Math sessions in one day for grades 5 to 8.  The number does increase 

fairly dramatically for the EOC tests, ranging from 3% for Algebra 1 to 19% on Algebra 2.   

Table 22: Number of students who completed all Math sessions in one day 

  Completed all sessions, 1 day 

Math 

Total 
Students 
Tested 

(Statewide)* 

Number of 
students who 

completed in 1 day 

Average Percent  
of Students within 
School Impacted 

Grade 5 196,970 534 0.27% 

Grade 6 191,189 921 0.48% 

Grade 7 179,595 1,130 0.63% 

Grade 8 124,981 1,352 0.67% 

Algebra 1 206,305 2,628 1.27% 

Algebra 2 161,454 2,135 1.32% 

Geometry 198,102 2,490 1.26% 

 

When looking at the percentage of schools with at least one student impacted, the same issue 

that was described above with the EOC exams data prevents us from providing accurate 

numbers for the percent of schools or the percent of students with schools for the EOC exams 

(see Table 23).  For grades 5 to 8, a fairly wide range was observed; with 13% of schools had 

students who completed Math in one day in Grade 5, and approximately 30% of schools had at 

least one student impacted on the Grade 8 exam.  Looking closer at the school level data, 

because of problems with the merging of multiple datasets, accurate estimates for the 

percentage of students within schools could not be calculated for the EOC exams.  For grades 5 

to 8, the percentage of students within the schools ranged from 5% to 13% impacted. 
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Table 23: Number of schools with students who completed all Math sessions in one day 

  
Schools with Students Who Completed 

Math Session in One Day 

Math 

Total Schools 
Administered 
Assessment Number 

Percent of 
Total 

Average 
Percent of 
Students 
Within 
School 

Impacted 

Grade 5 2,229 297 13.32% 5.20% 

Grade 6 1,322 283 21.41% 7.80% 

Grade 7 1,230 331 26.91% 8.80% 

Grade 8 1,209 368 30.44% 13.40% 
 

AIR also completed IRT calibration analysis analyses as has already been described with the 

Writing and Reading assessments.  The IRT parameters and the TCC were calculated using the 

total group of students, and then recalculated after the impacted students were removed.  As 

with Reading and Writing, little to no difference in the IRT parameters was observed.   

As with the Reading test, a regression analysis was also completed that focused on the test 

ǎŎƻǊŜǎ ƻŦ ǎǘǳŘŜƴǘǎ ǿƘƻ ƳƛǎǘŀƪŜƴƭȅ ƳƻǾŜŘ ƛƴǘƻ ǎŜǎǎƛƻƴ нΦ  ¦ǎƛƴƎ ƭŀǎǘ ȅŜŀǊΩǎ C/!¢ нΦл aŀǘƘ ǎŎƻǊŜΣ 

a regression analysis was completed that used FCAT 2.0 Math test scores to predict the FSA 

Math scores for students.  It also classified students into two groups; one group that did not 

mistakenly move into the second session, while the other group did mistakenly move into 

session 2.  In this scenario, if students moved into session 2 and by being able to preview items 

were given some type of advantage, the regression equation between the two groups would be 

different.  The regression analyses were completed for grades 5 to 8 on the Math FSA.  For 

three of the four grades, the prediction equation was the same across the two groups.  For the 

one group that was different, it indicated student scores were slightly lower than predicted by 

the FCAT score.   

In addition to data on the number of Florida students impacted, AIR conducted an analysis that 

was designed to determine if shifts in trends could be observed with this yearΩǎ FSA results.  

This was identical to the analyses described in the Writing section of this report using 

ŎƻǊǊŜƭŀǘƛƻƴǎ ƻŦ ǘƘŜ ǎŀƳŜ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ ƻǾŜǊ ǘǿƻ ȅŜŀǊǎ. For every student included, their test 

scores from two consecutive years was gathered.  For example, the data could have been from 

students who took FCAT 2.0 in 5th grade in 2012-13, and the FCAT 2.0 in 6th grade in 2013-14.  

For all of the data that linked the 2012-13 to the 2013-14 academic year, the correlations 

represent the baseline correlation values presented in Table 24. These values represent the 

ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ ŀŎǊƻǎǎ ǘƘŜ ǘǿƻ ȅŜŀǊǎΦ  

After gathering these values for the baseline correlations, the same calculations were 

completed but using data from the 2013-14 FCAT 2.0 the 2014-15 FSA.  These correlation 
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values represent the current values provided in Table 24. The baseline and current correlations 

are very similar indicating that the relatiƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǎǘǳŘŜƴǘǎΩ ǎŎƻǊŜǎ ŦǊƻƳ ƻƴŜ ȅŜŀǊ ǘƻ ǘƘŜ 

next was no different from 2013-14 to 2014-15 than those seen from 2012-13 to 2013-14. 

Issues encountered with the FSA Math administrations in 2014-15 did not impact this 

relationship at the state level.   
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Table 24Υ /ƻƳǇŀǊƛǎƻƴ ƻŦ ōŀǎŜƭƛƴŜ ŀƴŘ ŎǳǊǊŜƴǘ ŎƻǊǊŜƭŀǘƛƻƴǎ ōŜǘǿŜŜƴ ǘǿƻ ȅŜŀǊǎΩ ǘŜǎǘ ǎŎƻǊŜǎ ƛƴ 
Math 

Test Baseline* Current** 

Grade 4 Math test score to Grade 5 Math test score 0.76 0.79 

Grade 5 Math test score to Grade 6 Math test score 0.79 0.82 

Grade 6 Math test score to Grade 7 Math test score 0.80 0.82 

Grade 7 Math test score to Grade 8 Math Test Score 0.74 0.71 

* Baseline correlations were calculated between 2012-13 and 2013-14 test scores 

** Current correlations were calculated between 2013-14 and 2014-15 test scores 

 
Other Test Administration Issues Identified During the Investigation 

In addition to the three issues described previously, a number of other issues were also 

identified; some of these issues were specific to one test, and other issues impacted the overall 

FSA administration.   

External Technology Challenges 

Description of Administration Challenges.  Another issue that was encountered across the state 

of Florida was a number of Distributed Denial of Services (DDoS) attacks on the FSA delivery 

system. These are malicious attempts to interfere with technology or network availability 

during examination administrations. DDoS attacks were observed on the FSA delivery system on 

March 1, 2, 3, 5, 9, 11, and 12.  As March 1 was the Sunday prior to the administration window, 

this DDoS attack did not impact students. The DDoS attacks on March 2 and 3 were likely 

masked to test users by the number of login issues that were encountered with the FSA system 

and therefore likely did not cause significant delays beyond those already being experienced.  In 

comparison, the DDoS attacks observed on March 5 did receive a considerable amount of 

attention and did appear to cause some disruption of test delivery in schools.  After some 

modifications were made to the security and monitoring of the system, the DDoS attacks March 

9, 11, and 12 did not appear to cause any significant problems. 

The DDoS attacks were designed to flood the FSA test delivery system which, in effect, caused 

the system to become so crowded with the handling of the DDoS-related traffic, that legitimate 

traffic (i.e., traffic from schools) was unable to properly connect with the testing log in system. 

The result for the end user was an inability to log into the FSA testing system. Not all students 

who attempted to login during a DDoS attack were denied access to the FSA delivery system, 

but a significant number of students were blocked from doing so. One fortunate characteristic 

of the FSA DDoS attacks is that once students were able to enter into the FSA testing system, 

they were able to complete the test in the manner intended.   

Evidence.  As with many components of this investigation, it is difficult to gauge the number of 

students impacted by the DDoS attacks as well as the degree of ƛƳǇŀŎǘ ƻƴ ǎǘǳŘŜƴǘǎΩ ǘŜǎǘƛƴƎ 
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experience. For example, the manner in which FSA registration is handled does not allow for an 

accurate estimate for the number of students who were scheduled to test on a given day.  

There are records for the total number of students who were registered to take a specific FSA, 

but this information does not reflect or include the day on which the tests were planned to be 

taken. Because of this limitation, it is not feasible to develop a reasonable estimate for the 

percentage of students, on any given day, that were scheduled to take a given test, but were 

unable to do so because of login system-related issues.   

Another limitation is that the FSA login system does not track login attempts. Because of this 

limitation, we cannot compare the number of login attempts that occurred on any given day, 

and how many login attempts students needed to complete before they were successful.   

One piece of evidence that can be compared is the number of users who accessed the system, 

on each day. A report on the number of users of the FSA delivery system throughout each day 

of the test administration window is included in Appendix E.  The report provides a snapshot of 

the number of users every 30 minutes during the regular time period for the test administration 

for each date.  For example, at 9:00 am on Monday 2, there were 29,779 users in the FSA 

system.  While this data does not provide a perfect snapshot of the number of tests that were 

completed on each day, it does provide a general estimate for the amount of system activity 

each day.   

In addition to looking at the overall level of activity, the maximum level of activity on each day 

can be determined.  In Table 25, the maximum number of users for each day of the FSA test 

administration is provided which represents the peak number of students testing concurrently 

for each day.  The days with reported DDoS attacks are highlighted in the table.  Looking closer 

at the data, while there were reports of system disruption on these days, it does not appear to 

have had an impact on the maximum number of users on those days.  The maximum number of 

users does decline when looking at March 11 and 12, but that appears to be a function of the 

Writing test administration window coming to a close. Also, it is worth noting that the number 

of users is less for the tests days from March 2 through March 13 as the only tests included in 

this window were Writing grades 8-10. In comparison, many more tests were being 

administered during the April and May dates and the Max Users values reflect this difference. 

Looking at the overall trends that are included in Appendix E, a similar pattern is observed.  

Looking at the first week, there were three days that had reported DDoS attacks: the 2nd, 3rd, 

and 5th.  On each of those days, despite the DDoS attacks, the amount of system-wide activities 

does not seem to have dramatically altered from the pattern of system use.  The same pattern 

can be observed in the following week, when documented DDoS attacks occurred on March 9, 

11, and 12.  For each of those days, the documented activity observed within the FSA delivery 

system appears to be consistent with the pattern observed across the entire test administration 

window.  For example, across all days during the week of March 2, peak activity appears to 
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occur in the 9:30 to 10:30 range, with activity slowly decreasing for the remainder of the day.  It 

also appears that Mondays are consistently one of the slower days, as many people report that 

schools prefer to allow students to test in the middle of the week.   

It should also be noted here that on April 20, an issue with students being able to login to the 

system was encountered.  The practical impact of these difficulties was fairly similar to the 

DDoS attacks, as students had difficulty logging into the system, though once they were able to 

do so, most were able to complete their test without any further difficulty.  This issue did cause 

a decrease in the number of students who tested that day as can be seen in Table 25 as well as 

in the overall activity that day as can be seen in Appendix H.  However, the login difficulties 

were not the result of a DDoS attack, but instead were the result of database issues with the 

FSA server.   

Table 25: Maximum number of users by day of FSA test administration  

Date Time Max Users 

Mon 3/2 Grades 8-10 Writing 31,832 

Tues 3/3 Grades 8-10 Writing 38,930 

Wed 3/4 Grades 8-10 Writing 33,389 

Thurs 3/5 Grades 8-10 Writing 52,453 

Fri 3/6 Grades 8-10 Writing 31,923 

Mon 3/9 Grades 8-10 Writing 30,499 

Tues 3/10 Grades 8-10 Writing 43,297 

Wed 3/11 Grades 8-10 Writing 22,592 

Thurs 3/12 Grades 8-10 Writing 11,432 

Fri 3/13 Grades 8-10 Writing 3,469 

Mon 4/13 (Grades 3-10 R, 3-8 M) 108,392 

Tues 4/14 (Grades 3-10 R, 3-8 M) 140,092 

Wed 4/15 (Grades 3-10 R, 3-8 M) 134,086 

Thurs 4/16 (Grades 3-10 R, 3-8 M) 144,716 

Fri 4/17 (Grades 3-10 R, 3-8 M) 82,140 

Mon 4/20 (Grades 3-10 R, 3-8 M; EOC) 31,901 

Tues 4/21 (Grades 3-10 R, 3-8 M; EOC) 170,132 

Wed 4/22 (Grades 3-10 R, 3-8 M; EOC) 161,985 

Thurs 4/23 (Grades 3-10 R, 3-8 M; EOC) 134,710 

Fri 4/24 (Grades 3-10 R, 3-8 M; EOC) 111,426 

Mon 4/27 (Grades 3-10 R, 3-8 M; EOC) 111,600 

Tues 4/28 (Grades 3-10 R, 3-8 M; EOC) 143,299 

Wed 4/29 (Grades 3-10 R, 3-8 M; EOC) 112,745 

Thurs 4/30 (Grades 3-10 R, 3-8 M; EOC) 110,754 
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Date Time Max Users 

Fri 5/1 (Grades 3-10 R, 3-8 M; EOC) 68,146 

Mon 5/4 (Grades 3-10 R, 3-8 M; 8-10 W; EOC) 69,665 

Tues 5/5 (Grades 3-10 R, 3-8 M; 8-10 W; EOC) 75,023 

Wed 5/6 (Grades 3-10 R, 3-8 M; 8-10 W; EOC) 56,244 

Thurs 5/7 (Grades 3-10 R, 3-8 M; 8-10 W; EOC) 44,518 

Fri 5/8 (Grades 3-10 R, 3-8 M; 8-10 W; EOC) 25,328 

Mon 5/11 (Grades 3-10 R, 3-8 M; EOC) 39,691 

Tues 5/12 (Grades 3-10 R, 3-8 M; EOC) 17,886 

Wed 5/13 Algebra 1, Geometry, Algebra 2 30,678 

Thurs 5/14 Algebra 1, Geometry, Algebra 2 18,406 

Fri 5/15 Algebra 1, Geometry, Algebra 2 5,974 

 

Shifts in Administration Policy 

Description of Administration Issues. During the focus group meetings, some district 

representatives shared their experiences related to changes in policy implementation that 

occurred over time as the FSA administrations continued. They specifically cited the rules and 

guidance related to students moving into test sessions inadvertently and earlier than 

scheduled. According to the Test Administrator Manual, students that advance to the next test 

session should then complete the test session on that day and be permitted the time necessary 

to do so. After the completion of testing, school staff needed ǘƻ Ŧƻƭƭƻǿ ǳǇ ǿƛǘƘ ǘƘŜ ǎǘǳŘŜƴǘΩǎ 

parent to determine if the test score should be considered valid and used given the events of 

the test administration.  

Early in the FSA administration windows, district representatives reported that their peers 

adhered closely to this policy because test administrators were acutely aware of the 

seriousness and consequences of test administration violations. As testing continued, the 

volume of students advancing across test sessions increased, which introduced significant test 

scheduling complications for many districts. Some districts reported that the administration 

rules were loosened in their district to facilitate getting as many students completed as 

possible.  

Evidence. The evaluation team began their investigation into this issue by first sharing the 

feedback from the district representatives with FLDOE. Staff members from FLDOE stated that 

the official policy related to the movement across test sessions remained as it was stated within 

the Test Administrator Manual throughout the spring FSA administrations. However, feedback 

from FLDOE suggests that the Department regularly resolves this type of issue on a case-by-

case basis after reviewing the extent and cause of the student moving into the next session. 

This year, on the first day when the issue was first brought to the attention of FLDOE, the 

instruction was to require students who entered session 2 to complete it that day. Later that 
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day, the decision was made to allow students who entered the second session due to 

technological difficulties to complete testing on a later day. All subsequent cases were dealt 

with in the same manner and consistent with this decision.     

As was previously discussed and is shown in Tables 18, a significant number of students 

advanced test sessions earlier than scheduled and did not complete the test session on that 

same day. Between 41% and 60% of students for Reading moved into the next test session 

completed the session on that same day.  

In addition to information provided by FLDOE, AIR completed a set of analyses on the Reading 

and Math FSAs to determine if a consistent or prominent pattern of differential implementation 

of the administration policy could be detected. These analyses looked at the number of 

students who completed the entire test in 1 day across the entire testing window (either 2 

sessions in one day for Reading or 2 or 3 sessions in one day for Math). Looking at Figure 11, a 

spike in the number of students who completed Reading on the first day of the administration 

can be observed; after that, no discernible pattern can be observed to indicate a widespread 

shift in how the policy was implemented across the state.   

Figure 12 provides the same information for the Math testing window.  A small increase in the 

latter part of the testing window can be observed; it is important to note that that the figure 

indicates a small increase of approximately 100 students over the time frame and that for most 

dates, the number of students actually taking the test ranges between 150,000 and 200,000 

students. Therefore, these numbers indicate rather small percentages of the students tested.   

 

Figure 11: Number of students completing Reading in 1 day, by date. 
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Figure 12: Number of students completing Mathematics in 1 day, by date. 

 

Impact on Other Students 

Description of Administration Issues. During the focus groups, many of the district 

representatives raised a concern that the issues encountered during the test administration 

could have impacted not only the immediate students encountering problems, but also the 

students in the same classrooms or testing sessions.  District representatives also expressed a 

concern that mounting administration difficulties have a detrimental effect on the school as a 

whole as individuals may become frustrated. Such frustration could mean that students are not 

being placed in a situation that encourages their best performance.   

Evidence. To evaluate this concern, AIR conducted a series of regression analyses that focused 

ƻƴ ǇǊŜŘƛŎǘƛƴƎ ǇŜǊŦƻǊƳŀƴŎŜ ƻƴ ǘƘŜ C{! ǳǎƛƴƎ ǘƘŜ ǇǊƛƻǊ ȅŜŀǊǎΩ FCAT 2.0 test scores.  AIR 

completed this analysis at both the student and school level.  At the student level, they did not 
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performance.  The school-level analyses was designed to evaluate if school-level impacts could 

be observed within schools that had students impacted by the difficulties with session 

movement in both Reading and Math.  At the school level, no differences were observed in the 

prediction equation across the impacted and non-impacted schools.   

Help Desk 

Description of Administration Issues. One of the other persistent issues that arose during the 

investigation was concerns about the quality of the Help Desk assistance.  As was described 

earlier, the Test Standards state that adequate support must be provided to help resolve any 

Number of Math Tests  Submitted in One Day 

 Aggregated Over All Grades

Day

C
o

u
n

t

0
1

0
0

2
0

0
3

0
0

4
0

0

Apr 13 Apr 17 Apr 21 Apr 25 Apr 29 May 03 May 07 May 11



   E v a l u a t i o n  o f  F S A  F i n a l  R e p o r t 

 99 

 

testing issues that may arise during the test administration.  At the focus group meetings, 

district representatives were universally critical of the FSA Help Desk.  Discussions included the 

difficulties getting through to the Help Desk, the poor preparation of the people who staffed 

the Help Desk, and the lack of follow through after questions were submitted to the Help Desk.  

Many district representatives also stated that as the test administration continued, they 

eventually stopped even using the FSA Help Desk because it was not beneficial and was 

perceived as a waste of time.   

Many district representatives also indicated that the individuals staffing the Help Desk did not 

appear to have adequate training; many of these individuals were simply reading from a 

technical manual, and did not seem to understand the issues that were being encountered.  Still 

other participants indicated that when they tried to resolve some issues with the Help Desk, the 

individuals staffing the Help Desk did not have the appropriate sign-on credentials, and were 

ƴƻǘ ŀōƭŜ ǘƻ ǿƻǊƪ ǿƛǘƘ ǘƘŜ ŘƛǎǘǊƛŎǘǎ ǿƛǘƘƻǳǘ άōƻǊǊƻǿƛƴƎέ ǘƘŜ ŎǊŜŘŜƴǘƛŀƭǎ ŦǊƻƳ ǘƘŜ ŘƛǎǘǊƛŎǘ 

employee.   

Evidence. While there is no way to gauge the impact of the Help Desk issues on student 

performance, the evaluation team did request feedback on the Help Desk as part of the online 

survey.  On that survey, approximately 74% of respondents rated the Help Desk service as Poor 

or Exceptionally Poor. On that same question, only 2 of the 54 respondents rated the Help Desk 

service as Good, and none of the respondents rated the Help Desk as Excellent.   

Training/Timeliness of Materials 

Description of Administration Issues. One of the persistent issues that arose as a concern during 

the investigation was that many district representatives did not believe they were provided 

with sufficient training and information to support the implementation of the FSA.  In some 

scenarios, this was described as information arriving too late for the district representatives to 

adequately respond or train staff members; in other cases, the feeling was that materials that 

were delivered were not sufficient or did not supply enough information.   

As was mentioned at the beginning of this study description, the Test Standards stress that the 

sponsors of any testing program are responsible to provide appropriate training and support to 

individuals who will be responsible for administering the assessments.  Poor or inadequate 

training can lead to significant issues within specific testing locations and can also possibly lead 

to serious differences in administration practices across testing locations.  Some of the specific 

concerns that were mentioned by individuals were focused on 1) the use of calculators, 2) the 

text-to-speech feature that was supposed to be available for Reading and Math, 3) the late 

delivery of some training materials, and 4) and the proper administration of Listening items on 

the Reading test.  A description of each of these issues is provided, along with the evidence 

available for each.   
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Calculator Use 

Description of Administration Issues. Many districts reported a significant amount of confusion 

related to the calculator policy. At the beginning of the school year, districts were informed that 

students would not be able to use handheld calculators during the FSA administration; instead, 

students would need to use the on-screen calculator that would be supplied as part of the FSA 

administration system.  However, after multiple complaints, FLDOE revised the policy in 

December 2014, and allowed some handheld calculators to be used.  However, when the policy 

was changed, FLDOE did not release a list of approved calculators; instead, FLDOE released a list 

of prohibited functions that could not be present on calculators used during the administration.  

The decision not to provide a list of approved calculators was problematic because many 

schools had difficulty determining what function specific calculators did and did not have. 

Schools struggled with making those final decisions.  The lateness of the decision to change the 

policy was also problematic because many students and schools had already purchased 

calculators; if the calculators had any of the prohibited functions, students could no longer use 

them.   

Evidence. In the survey of district test administrators, approximately 60% of respondents 

indicated that the use of calculators caused some level of difficulty for them during the FSA 

administration.  As can be seen in Table 26, the problems included test administrators allowing 

the use of calculators during the administration and difficulty identifying the appropriate 

handheld calculators.   

Table 26: District Assessment Coordinators Survey Responses Related to Calculator Issues 
During the 2015 FSA Administration 

Please indicate the types of [calculator] issues that were encountered (check all that apply). 

Test administrators permitted calculator use during non-calculator 
test sessions 

66.67% (22) 

The district had difficulties identifying approved handheld calculators 57.58% (19) 

The district or schools had difficulties providing approved handheld 
calculators 

51.52% (17) 

Students had challenges using the onscreen calculator 27.27% (9) 

 

Text-to-Speech Tool 

Description of Administration Issues. At the beginning of planning for the spring 2015 FSA 

administration, schools and districts were informed that a text-to-speech feature would be 

available for all students who received an oral presentation accommodation on any of the 

Reading and Math assessments.  However, just before the CBT administration window opened 

for Reading and Math, districts were informed that the text-to-speech would no longer be 

available.   
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FLDOE informed district by phone starting on Friday, March 27; the administration window was 

scheduled to start on Monday, April 13. School districts had limited time to adjust their 

schedule, develop resources, and prepare test administrators for this change, which led to 

considerable administrative difficulties for all parties involved.   

Evidence. The difficulty with the text-to-speech feature was discussed at length during the focus 

group meetings with district representatives as well as at the Administration Debrief Meeting 

held in Tallahassee.  One important issue here is that the guidelines for read-aloud 

accommodations for the FSA were different than what had been used with the FCAT 2.0, so 

adjustments were required of schools and districts, which made the last minute shift somewhat 

more difficult to manage.  As this was primarily an administrative problem that negatively 

impacted schools and districts and their ability to prepare for the FSA administration, direct 

impacts on students would not be expected to be observed for the subgroup of students who 

were approved to use this accommodation.   

Late Delivery of Training Materials 

Description of the Administration Issues. Both FLDOE and its vendors are responsible for the 

delivery of a wide range of training materials and documents to districts in Florida, who are 

then responsible for the dissemination of these materials to their schools and the training of 

school representatives.  For the 2014-15 academic year, some evidence suggests that some 

materials were delivered later than normal; district representatives were placed in the difficult 

position of completing training and setup with very limited timeframes, new system 

requirements, and many other unknowns that come with the first year of a new program.  For 

example, the Writing Test Administration Manual was posted for districts more than a month 

later than in the 2013-14 academic year (January 15, 2015 in the 2014-15 academic year, as 

compared to November 27, 2013 in the 2013-14 academic year).  Along the same lines, the EOC 

Training Materials for the CBT assessments were not delivered until January 30, 2015, whereas 

in the 2013-14 academic year, the materials were delivered on October 25, 2013.   

Not all materials were delivered late; some materials were delivered at the same time as the 

previous year.  Given that the 2014-15 academic year is the first year of the FSA, some 

administrative difficulties are not unexpected.  In addition, the evaluation team considered the 

delivery of materials during the 2010-11 academic year, when the previous iteration of the 

Florida assessment program was introduced. In comparing the delivery of the FSA materials to 

those delivered in 2010-11, many of the materials were delivered earlier for the FSA.  For 

example, the test item specifications for the FSAs were delivered in June and July of 2014.  In 

comparison, while test item specifications for the Algebra exam for the FCAT 2.0 were delivered 

in July of 2010, the remaining Math specifications were delivered in December of 2010, and the 

Reading specifications were delivered in January of 2011.  The Test Design Summary for the FSA 

was delivered on June 30 of 2014; in comparison, the Test Design summary for the FCAT 2.0 

was delivered on September 9 of 2010.            
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Evidence. The difficulty with the late delivery of materials was discussed at length during the 

focus group meetings with district representatives as well as at the Administration Debrief 

Meeting held in Tallahassee.  This was primarily an administrative problem that negatively 

impacted schools and districts and their ability to prepare for the FSA administration; therefore, 

direct impacts on students would not be expected to be observed. 

Listening Items in Reading 

Description of Administration Issues. Many school districts reported difficulties with the 

Listening items on the Reading test.  The primary difficulty that was encountered was that if the 

headphones were not plugged into the computer being used prior to launching the secure 

browser for the test, the headphones would not work when Listening items were encountered.  

In this case, the test administrators had been instructed to test the headphones prior to the 

test starting. However, many administrators thought this only had to be completed once with a 

given computer, and were not aware that failing to plug in the headphones at the beginning of 

each test could interfere with the headphones functioning.   

Further complicating these matters, not every Reading session actually contained Listening 

items.  This left many students with headphones throughout the entire test, without ever 

needing the headphones.  This caused even more disruption because many students were 

uncertain if they had missed the Listening items.  For many test administrators, the exact 

reason why the headphones were required was unclear; these administrators reported that 

they had not received adequate information or training on how to properly use the 

headphones.   

Evidence. The difficulty with the Listening items was discussed at length during the focus group 

meetings with district representatives as well as at the Administration Debrief Meeting held in 

Tallahassee.  This issue alone was not a significant problem for schools and districts alone; as 

such, we would not expect to see significant impact on students from the Listening items.   

However, it does highlight an important component of this evaluation.  Like the Listening items, 

the other items listed here as individual issues around training and material may not rise to the 

level of a serious problem that solely compromises the integrity of the assessments; however, 

the cumulative effect should be considered as well.  On the survey of district test 

administrators, more than 50% of the respondents estimated that 10% or more of their 

students were impacted by the various FSA technology challenges.   

It is also important to note that many individuals raised concerns about the preparation of 

schools for the FSA administration prior to the administration.  In February 2015, school 

districts were required to attest to the readiness of the schools in their district for the FSA.  This 

had been done in previous years and was primarily focused on the systems and infrastructure 

of each school.  This year, during that certification, 28 school districts included letters raising 

significant concerns about the ability of their school district to administer the FSA.  The 

concerns raised by district superintendents ranged from needing more resources to administer 
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the test, the negative impact on student learning as computer labs were occupied, and the 

ability to deliver the tests.  Twenty of these letters raised concerns about the infrastructure of 

their school district or state to deliver the FSAs; 15 of these letters raised concerns about 

student familiarity with the CBT delivery system and that they had not received adequate time 

to understand the system, and 14 of these letters mentioned that schools had not had 

sufficient time to prepare for the FSA.   

Findings 

The 2014-15 FSA test administration was problematic; issues were encountered on just about 

every aspect of the computer-based test administrations, from the initial training and 

preparation to the delivery of the tests themselves.  The review of test user guides and test 

administration guides indicate that the intended policies and procedures for the FSA were 

consistent with the Test Standards.  However, as revealed throughout the survey and focus 

groups with district representatives, the administration difficulties led to a significant number 

of students not being presented with a test administration model that allowed them to 

demonstrate their knowledge and skills on the FSA.   

Looking at the statewide data, a somewhat contradictory story emerges. The percentage of 

students that can be identified as directly impacted by any individual test administrations 

problem appears to be within the 1% to 5% range, depending on the specific issue and test.  

Because of these discrepancies, the precise number of students impacted by these issues is 

difficult to define, and will always be qualified by the precise definition of the term impact and 

on the data available.  Despite these reservations, the evaluation team does feel like they can 

reasonably state that the spring 2015 administration of the FSA did not meet the normal rigor 

and standardization expected with a high-stakes assessment program like the FSA.   

Commendations 

¶ Throughout all of the work of the evaluation team, one of the consistent themes 

amongst people we spoke with and the surveys was the high praise for FLDOE staff 

members who handled the day-to-day activities of the FSA.  Many district 

representatives took the time to praise their work and to point out that these FLDOE 

staff members went above and beyond their normal expectations to assist them.   

Recommendations 

Recommendation 4.1 FLDOE and its vendors should be more proactive in the event of test 

administration issues.   

Standard 6.3 from the Test Standards emphasizes the need for comprehensive documentation 

and reporting anytime there is a deviation from standard administration procedures.  It would 

be appropriate for FLDOE and its vendors to create contingency plans that more quickly react to 

any administration-related issues.  These steps could include policies such as consultation with 
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state TAC members, enhanced communication with its constituents, and validity agendas that 

directly address any possible administration related issues.  In addition, when issues are 

encountered during an administration, it would be advantageous of FLDOE and its vendors to 

begin explorations into the related impacts immediately. 

Recommendation 4.2 FLDOE and its FSA partners should engage with school districts in a 

communication and training program throughout the entire 2015-16 academic year.   

Given the extensive nature of the problems with the 2014-15 FSA administrations, there is now 

a loss of confidence in FLDOE, its vendors, and the FSA program. Many individuals expressed 

extreme frustration at the difficulties that were encountered and the apparent lack of action 

despite their extensive complaints. The individuals who have expressed these concerns are not 

indivƛŘǳŀƭǎ ǿƘƻ ŎƻǳƭŘ ōŜ ŎƭŀǎǎƛŦƛŜŘ ŀǎ άŀƴǘƛ-ǘŜǎǘƛƴƎέ ƻǊ individuals who do not support the 

FLDOE. Instead, these individuals have worked on the ground of the Florida statewide testing 

program and now have serious doubts that must be addressed.   

Recommendation 4.3 FLDOE should review and revise the policies and procedures developed 

for the FSA administration to allow the test administrators to more efficiently deliver the 

test, and when required, more efficiently resolve any test administration issues. 

Test administration manuals and other training materials for all FSAs should be reviewed to 

determine ways to more clearly communicate policies such as the transition from one test 

session to the next.  In addition, test administrators need to be provided with more time to 

review and understand the procedures prior to the administration.    

The process for handling any test administration should also be addressed.  Many individuals 

with whom the evaluation team spoke described an onerous process to submit any request to 

the FSA Help desk, involving the test administrator, the school administrator, and finally the 

district administrator.  In addition, many others described needing to be in the room itself 

where the test administration was occurring to resolve certain issues, which disrupted not only 

the immediate student(s) impacted, but other students in the room as well.   

The FSA Help Desk also needs to be evaluated and procedures need to be put in place to make 

it more productive.  Help Desk employees should be more familiar with the FSA and should be 

equipped with the appropriate access to efficiently work with schools and districts that have 

encountered a problem.   
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Study 5: Evaluation of Scaling, Equating, and Scoring 

Study Description 

In conducting this study, the evaluation team planned to review seven sources of evidence 

through a review of documentation and conducting in-person and virtual interviews with staff 

at FLDOE and partner vendors. These sources of evidence were: 

¶ Review evidence of content validity collected by the program for the following: 

o Qualified subject matter experts 

o Appropriate processes and procedures 

o Results that support claims of content validity 

¶ Review rationale for scoring model, analyses, equating, and scaling for the following: 

o Evidence that supports the choice of the scoring model 

o Implementation and results of the psychometric analyses 

o Design, implementation, results, and decision rules for equating 

o Design, implementation, results, and decision rules for scaling for total scores 

and domain or subscores 

¶ Review psychometric characteristics of the assessments for the following: 

o Analyses of reliability, inclusive of standard error of measurement 

o Decision consistency and accuracy 

o Subscore added value analyses 

¶ Review psychometric characteristics of subgroups for the following: 

o Psychometric performance of assessment items for reporting subgroup 

performance (e.g., reliability of subgroups, differential item functioning) 

¶ Review evidence of construct validity collected by the program 

¶ Review evidence of criterion validity collected by the program for the following: 

o Identified criterion variables and related studies 

¶ Review evidence of testing consequences collected by the program 

 

Sources of Evidence 

The following documents served as the primary sources of evidence for this study: 

¶ Florida Standards Assessment 2014-2015 Scoring and Reporting Specifications Version 

1.0 

¶ 2015 Calibration and Scoring Specifications 

¶ Handscoring Specifications: Florida Standards Assessments ELA Writing Spring 2015 & 

Fall 2015 

¶ Mathematics Test Design Summary ς Updated 11-24-14 

¶ ELA Test Design Summary ς Updated 11-24-14 

¶ Summary of Daily Calibration Call Process 
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¶ Proposed Plan for Vertical Linking the Florida Standards Assessments 

¶ FSA Assessments Approval Log 7-2-15 

¶ Florida Department of Education Early Processing Sample Design 

¶ Constructed Response Scoring Patents 

¶ Automated Essay Scoring information from AIR FSA proposal communications 

¶ Master Data Files for each test (includes calibration data) files 

Study Limitations 

Information needed to fully evaluate the processes and data included in this study was not 

available. Areas for which analyses and development of related documentation is ongoing 

includes: 

¶ Subgroup psychometric characteristics 

¶ Subscore added value analyses, decision consistency, and measurement precision 

 
Areas for which analyses and development of related documentation is not available includes: 

¶ Criterion evidence collected by the program 

¶ Evidence of testing consequences produced by the program 

 
Additionally, the evaluation studies related to the test items (Studies #1 and #6), and the test 

blueprints (Study #3) focused on a review of the evidence related to content validity. Therefore, 

the majority of the work for this study focused on a review of psychometric model, scoring, 

analyses, equating and scaling. 

Industry Standards 

The activities included in this study take raw student data, assign score values to them and, 

then translate that information into readily used information for the various uses of the 

assessmentǎΦ ¢ƘŜǎŜ ŀŎǘƛǾƛǘƛŜǎ ŀǊŜ ŜǎǎŜƴǘƛŀƭ ǘƻ ǘƘŜ ǇǊƻƎǊŀƳΩǎ ŀŎŎǳǊŀŎȅΣ ǊŜƭƛŀōƛƭƛǘȅΣ ŦŀƛǊƴŜǎǎΣ ŀƴŘ 

utility. 

As is true of each aspect of this evaluation, the Test Standards served as a primary source when 

considering the scoring, calibrations, equating, and scaling of the FSA assessments. These 

activities are technical in nature, and the Test Standards do not provide much detail related to 

the various psychometric methods that can be used; therefore, other source documents were 

utilized as well. These sources include books devoted to each of the activities that are included 

ƛƴ ǘƘƛǎ ǎǘǳŘȅ ƭƛƪŜ YƻƭŜƴ ŀƴŘ .ǊŜƴƴŀƴΩǎ Test Equating, Scaling, and Linking: Methods and Practice 

(2004). 

While the Test Standards do not provide preference or evaluation of various psychometric or 

statistical models, several standards call out the importance of processes, protocols and 

documentation related to the scoring, calibrations, equating, and scaling of assessments. 

Specifically, Standards 6.8, 6.9, and 12.6 state the need for formal and well-documented scoring 
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practices, including information related to accuracy and quality. Standard 5.2 notes the need 

for thorough documentation related to the selection and creation of score scales.  

These Standards, their accompanying narratives, and various seminal texts from the field of 

measurement were used to evaluate the processes and, where possible, the results of the FSA 

program related to scoring, calibrations, equating, and scaling. The following section describes 

this evaluation effort. 

Florida Standards Assessments Processes and Evaluation Activities 

Scoring 

Depending on the item types administered, scoring can consist of a variety of procedures. For 

multiple-choice items and some technology-enhanced item types where students select 

responses from given options or manipulate stimuli, scoring is typically done in a 

straightforward manner using computer systems. For other item types that require students to 

generate an answer rather than select an answer from options provided, scoring is done by 

computer, through human raters, or a combination of scoring methods (Williamson, Mislevy, & 

Bejar, 2006). FSA employs each of these types of scoring as described below: 

¶ Multiple-choice items on FSA Reading and Mathematics tests are computer scored. 

o For the computer-based tests (CBT), student responses are passed from the test 

administration system to the scoring system. 

o For the paper-based tests, student responses are scanned from the answer 

documents into the scoring system. 

¶ Technology-enhanced items on FSA computer-based Reading and Math tests are 

computer scored. In some cases, a Math-driven algorithm is used to score some items 

(e.g., those that require students to plot on a coordinate plane). 

¶ The essay items on the FSA Writing test were scored by trained human raters. Each 

student response received two scores. For most grades, both scores were provided by 

human raters. In grades 8 and 9, student responses received one score from a human 

rater and one score from an automated computer-based scoring engine. 

 

For the evaluation activities, FLDOE, along with the FSA testing vendors AIR and DRC, provided 

a number of documents that describe the scoring-related activities. This included some 

information related to the computer-based scoring algorithms and scoring engine, specifically 

from patents and FSA proposal communications. In addition, DRC provided the hand-scoring 

specifications for the human rater scoring process, which outlined the training, processes, and 

quality control procedures related to the human scoring of student essay responses. Alpine 

reviewed these documents and discussed details of these procedures during several meetings, 

including an in-person meeting with FLDOE, AIR, and DRC on July 13 and 14 in Washington, D.C. 
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Calibrations 

An important step in the analyses procedures is to complete calibrations (i.e., psychometric 

analyses to determine empirical performance) of the administered items. These analyses are 

conducted by applying one or several statistical models to the data and using these models to 

provide a variety of information including the difficulty level of items and the degree to which 

the items distinguished between high and low performing students (i.e., item discrimination). 

Data from these calibrations are then used to evaluate the performance of items using 

statistical criteria. Any items that are identified based on these statistical criteria are reviewed 

by psychometricians and content experts. If needed, items may be removed from the scored 

set meaning that they would not impact stuŘŜƴǘǎΩ ǎŎƻǊŜǎΦ 

Ideally, data from all students across the state would be used to conduct calibration activities. 

As is commonly observed in practice, the FSA administration and scoring schedules required 

that a sample of student data be used for calibrations for some tests. For these grades and 

content areas, the samples were created to represent the full population of students by 

considering variables like geographic region, school size, gender, and ethnicity. AIR and FLDOE 

provided documentation related to the sampling plans and implementation as part of the 

evaluation. 

For the FSA, three different item response theory (IRT) models were used for the calibrations, 

depending on the item types as follows: 

¶ For multiple-choice items, the 3-parameter logistic (3PL) model was used. 

¶ For dichotomous items, (i.e., those scored right or wrong) where student guessing was 

not relevant, the 2-parameter logistic (2PL) model was used. 

¶ For polytomous items (i.e., those with multiple score points), the generalized partial 

credit (GPC) model was used. 

 
Results of these model applications were reviewed by AIR and FLDOE staff to evaluate model fit 

by item. Model choice adjustments were made, as needed, based on the results. 

Calibrations were completed primarily by AIR staff and then verified by FLDOE as well as Human 

Resources Research Organization (HumRRO) and Buros Center for Testing, two independent 

organizations contracted by FLDOE to provide quality assurance services. Once the results of 

calibrations from each of these groups matched, AIR and FLDOE reviewed the item statistics, 

specifically considering statistics related to model fit, item difficulty, item discrimination, 

distractor analyses, and differential item functioning (DIF). AIR and FLDOE then met regularly to 

review these statistics, flag items for review, rerun calibrations, meet with content experts as 

part of the review process, and make final item-level scoring decisions. AIR and FLDOE provided 

Alpine with the specifications for the calibration analyses, a summary of the review activities, as 

well as a log of the items that were flagged and the associated follow-up actions. 
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Calibration activities were done in several stages in support of different program aspects. These 

activities included calibrations for the scorable (as opposed to unscored or field test) items, for 

the development of the vertical scale, and for the field test items that will be considered for use 

on forms in future years. The calibrations for the scorable items were completed early enough 

in the study to be included within the evaluation. Other calibration work was ongoing or not 

completed in time for inclusion. 

Equating 

Equating is commonly done when multiple forms of the same 

test are used either within the same administration or over 

time. Through statistical processes, equating assures that 

scores across test forms can be compared and that student 

performance can be interpreted relative to the same 

performance or achievement standard regardless of the 

individual items they experience.  

Because 2014-15 was the first year of the FSA program and because only one form was 

developed and administered for most grades and content areas, equating was not needed for 

most tests. In a few areas, specifically Algebra 1 and accommodated test forms, equating was 

employed.  

Unlike other grades and content areas that only had one FSA test form, three forms were 

developed and administered for Algebra 1. In addition to Algebra 1, equating was also needed 

for paper-based accommodated test forms. For those tests where the primary test 

administration mode was computer, the creation of accommodated forms included the review 

and consideration of the item functionality in a paper-based format. Some items required 

modifications to adjust for the differing administration modes. Some other items, primarily 

technology-enhanced items, could not be adapted for paper-based administration without 

modifying the content or skills assessed. Because of these differences in items across the 

computer-based and paper-based accommodated forms, equating is needed to adjust the 

scores and make them comparable across these forms. 

Specific steps within the equating process are related to the score scale on which results are 

reported as well as the performance standards on the test. As is described in the next section, 

the scaling work is ongoing for FSA. In addition, standard setting meetings, which are used to 

set performance standards, had not yet been completed. Because the scaling and standard 

setting activities were ongoing, additional work related to equating remains to be completed. 

Therefore, a full evaluation of this work was not available for this study. 

Scaling 

wŀǿ ǎŎƻǊŜǎΣ ƻǊ ƴǳƳōŜǊ ŎƻǊǊŜŎǘ ǎŎƻǊŜǎΣ άŀǊŜ ƻŦǘŜƴ ǘǊŀƴǎŦƻǊƳŜŘ ǘƻ ǎŎŀƭŜ ǎŎƻǊŜǎΧ ǘƻ ŜƴƘŀƴŎŜ ǘƘŜ 

ƛƴǘŜǊǇǊŜǘŀōƛƭƛǘȅ ƻŦ ǎŎƻǊŜǎέ όYolen & Brennan, 2004, p. 4). This creation of score scales can be 

άEquating is a statistical 

process that is used to adjust 

scores on test forms so that 

scores on the forms can be 

ǳǎŜŘ ƛƴǘŜǊŎƘŀƴƎŜŀōƭȅέ όYƻƭŜƴ 

& Brennan, 2004, p.2). 
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done in a wide variety of ways depending on the intended purpose and uses of the scores. 

FLDOE has chosen to place FSA scores for grades 3-10 ELA and grades 3-8 Math on vertical 

scales. With a vertical scale, student performance across grade levels is reported on one 

continuous scale in an attempt to support cross-grade interpretability of scores. This contrasts 

to horizontal scales, which do not connect performance across grade levels. The benefit of a 

ǾŜǊǘƛŎŀƭ ǎŎŀƭŜ ƛǎ ǘƘŀǘ ƛǘ ƛǎ ƛƴǘŜƴŘŜŘ ǘƻ ǇǊƻǾƛŘŜ ŀ ǊŜŀŘƛƭȅ ƛƴǘŜǊǇǊŜǘŀōƭŜ ƳŜǘǊƛŎ ǘƻ ŎƻƴǎƛŘŜǊ ǎǘǳŘŜƴǘǎΩ 

development and progression over time. 

As is common in vertical scale development, considerations for the FSA vertical scale began 

during the construction of test forms. In addition to the set of items used to generate student 

scores, FSA test forms also included a small subset of embedded items for the purpose of field 

testing or other development activities (e.g., the development of the vertical scale). While 

students received the same set of scorable items (except for Algebra 1 and accommodated 

paper-based test forms), the items used for field testing or development activities varied.  

Some students completed the embedded items whose purpose was the development of the 

vertical scale. These vertical scale items included items that were on-grade level as well as 

those from the grade level above and below that of the test. For example, the grade 5 vertical 

scale items included items from grades 4, 5, and 6. The student performance on these vertical 

scale items served as the basis of the FSA vertical scale development. The selection of vertical 

scale items included review of content and statistical criteria. After the administration, these 

items were again reviewed based on item statistics. AIR and FLDOE provided the vertical scale 

development plan for the FSA, and through several meetings, Alpine gained additional 

ƛƴŦƻǊƳŀǘƛƻƴ ǊŜƭŀǘŜŘ ǘƻ ǘƘŜ ŘŜǘŀƛƭǎ ƻŦ ǘƘŜ ǇƭŀƴΩǎ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴΦ !Lw ŀƭǎƻ ǇǊƻǾƛŘŜŘ ŀ ǎummary of 

preliminary results for the Math vertical scale. 

Findings 

Based on the documentation and results available, 

acceptable procedures were followed and sufficient 

critical review of results was implemented. In addition, 

FLDOE and AIR solicited input from industry experts on 

various technical aspects of the FSA program through 

ƳŜŜǘƛƴƎǎ ǿƛǘƘ ǘƘŜ C[5h9Ωǎ ¢ŜŎƘƴƛŎŀƭ !ŘǾƛǎƻǊȅ 

Committee (TAC). In addition to formal meetings with 

the full TAC, FLDOE and AIR also sought input from 

individual TAC members related to specific program details and results as data analyses were 

ongoing. 

It is worth noting that a good deal of work related to these activities is ongoing or yet to be 

conducted.  

  

Using the Test Standards, as well as 

other prominent texts like Kolen 

and Brennan (2004), FSA policies 

and procedures for scoring, 

calibrations, and scaling were 

compared to industry practice. 
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Commendations 

¶ Although AIR committed to the development of the FSA program within a relatively 

short timeframe, the planning, analyses, and data review related to the scoring, 

calibrations of the FSA (i.e., the work that has been completed to date) did not appear 

to be negatively impacted by the time limitations. The procedures outlined for these 

activities followed industry standards and were not reduced to fit within compressed 

schedules. 

Recommendations 

Recommendation 5.1 Documentation of the computer-based 

scoring procedures, like those used for some of the FSA 

technology-enhanced items as well as that used for the 

essays, should be provided in an accessible manner to 

stakeholders and test users. 

It was expected that the documentation for the scoring, 

calibration, equating, and scaling activities would be 

hampered by the timing of the evaluation and the ongoing program activities. For example, it 

was not a surprise to the evaluation team to receive complete planning documents but no 

formal technical report related to these activities as they were occurring concurrently to the 

study. However, computer-based scoring technology that AIR implemented for FSA has been 

used elsewhere with other states and assessment programs. Therefore, the documentation 

around these scoring procedures should already exist and be available for review in formats 

that are readily accessible to stakeholders (e.g., scoring algorithms for FSA technology-

enhanced items was embedded within patent documents). The limited availability of this 

information only serves to introduce questions and speculation about the procedures that are 

used and their quality. 

  

Standard 12.6: 

Documentation of design, 

models and scoring algorithms 

should be provided for tests 

administered and scored using 

multimedia or computers. 
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Study 6: Specific Evaluation of Psychometric Validity 

Study Description 

To evaluate the specific elements of psychometric validity requested by FLDOE, the evaluation 

team reviewed documentation regarding development activities using criteria based on best 

practices in the industry. To supplement the information contained in documentation, the team 

conducted in-person and virtual interviews with FLDOE and partner vendors to gather 

information not included in documentation or to clarify evidence. The following elements were 

planned for inclusion within this study:  

¶ Review a sample of items from each grade and subject for the following: 

o Content, cognitive processes, and performance levels of items relative to 

standards as described in course descriptions 

o Design characteristics of items that reduce the likelihood that the student 

answers the question correctly by guessing 

o Evidence of fairness or bias review 

¶ Review psychometric characteristics of items for the following: 

o Item difficulty results with an acceptable range of parameters 

o Item discrimination results with an acceptable range of parameters 

o Option analyses for functional item response characteristics 

o Empirical evidence of potential bias such as differential item functioning 

¶ Review the linking processes for Algebra 1 and Grade 10 ELA to 2013-14 results for the 

following: 

o Assumptions for the linking studies 

o Design of the linking studies 

o Results and associated decision rules applied in the linking studies 

o Communication reports regarding the linking and the information to schools and 

other Florida constituents 

Sources of Evidence 

The following documents served as the primary sources of evidence for this study: 

¶ Florida Standards Assessment 2014-2015 Scoring and Reporting Specifications Version 

1.0 

¶ Mathematics Test Design Summary ς Updated 11-24-14 

¶ ELA Test Design Summary ς Updated 11-24-14 

¶ 2015 Calibration and Scoring Specifications 

¶ Master Data Files for each test (include calibration data) 

¶ FSA Assessments Approval Log  
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Study Limitations 

The program documentation and activities permitted the completion of this study as intended 

and originally designed. 

Industry Standards 

In the review of item statistics and the resulting decision-making, the various criteria used, the 

process of the item evaluation, the student sample from which the data were obtained, and 

evidence of the appropriateness of the analysis procedures should all be well documented in 

adherence to Standard 4.10. 

When scores from different tests or test forms are linked, as was 

done for FSA grade 10 ELA and Algebra 1 scores to those of FCAT 

2.0, Standard 5.18 highlights the importance of documenting the 

procedures used, appropriate interpretations of the results, and 

the limitations of the linking. In addition to this guidance from 

the Test Standards, recommendations provided by Kolen and 

Brennan (2004) were also used, specifically in the evaluation of 

the linking procedure implemented.  

Standard 5.18: When linking procedures are used to relate 

scores on tests or test forms that are not closely parallel, the 

construction, intended interpretation, and limitations of those linkings should be described 

clearly. 

Florida Standards Assessments Processes and Evaluation Activities 

As outlined by the state, the focus of this study is psychometric validity, specifically related to 

the FSA item content, the item statistics and technical qualities, and the procedure used to link 

the grade 10 ELA and Algebra 1 scores to those from FCAT 2.0 in support of the mandated 

graduation requirement. There is significant overlap between the evaluation of the item 

content as requested for this study and the evaluation activities for Study 1. Rather than repeat 

that information, the reader should refer to Study 1 for the Sources of Evidence, FSA Processes, 

and Evaluation Activities related to FSA test item review. The following sections separately 

describe the remaining two aspects of the this study, the review of item statistics and qualities 

and the procedure used to link FSA and FCAT 2.0 scores, and the associated evaluation 

activities. 

Item Statistics 

In addition to reviewing item statistics pre-administration based on field test data (see Study #2 

for more detail on how this was done for FSA), it is also typical to review item statistics after the 

operational administration of the test forms and prior to the completion of scoring activities. 

Standard 5.18: When 

linking procedures are used 

to relate scores on tests or 

test forms that are not 

closely parallel, the 

construction, intended 

interpretation, and 

limitations of those linkings 

should be described clearly. 
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For FSA, this step was of increased importance, as it was the first occasion to review statistics 

based on Florida student data as the field test was conducted in Utah.  

After the spring 2015 FSA administration, AIR and FLDOE scored the items and ran a number of 

analyses to permit review of the psychometric characteristics and performance of the items. 

The review of item statistics included consideration of item difficulty, distractor analyses, item 

discrimination, differential item functioning (DIF) by ethnicity, gender, English language learners 

(ELLs), and students with disabilities (SWD). The criteria used for flagging items are as follows: 

¶ P value < 0.20 (item difficulty, see Appendix A for a definition) 

¶ P value > 0.90 (item difficulty, see Appendix A for a definition) 

¶ Point biserial for distractor > 0 (distractor analysis, see Appendix A for a definition) 

¶ Point biserial for correct answer < 0.25 (item discrimination) 

¶ DIF classification = C 

In addition to these statistics, the statistical model fit was also evaluated for each item. Flagged 

items were reviewed together by AIR and FLDOE staff, including both psychometricians and 

content experts, to determine if the items could be included for scoring. 

The details of this post-administration review process were outlined within the 2015 Calibration 

and Scoring Specifications document. Additionally, FLDOE provided a description of the process 

that was used to review flagged items during daily phone calls between AIR and FLDOE 

throughout the review period. AIR and FLDOE also provided the evaluation team with the FSA 

Assessment Approval Log which lists the flagged items, the reasons for flagging, the final 

decision regarding the item use, and the justification for this decision. 

Based on the criteria and processes used to review the statistical qualities of the items, the 

evaluation team found no cause for concern regarding the FSA items. The procedures 

implemented by AIR and FLDOE to review items post-administration follow those commonly 

used in similar assessment programs and adhere to the guidance provided by industry 

standards. 

Linking of Florida Standards Assessments to FCAT 2.0 

Per Florida statute 1003.4282, students must pass the statewide assessments for grade 10 ELA 

and Algebra 1 in order to earn a standard high school diploma. 

As is common in assessment development, the passing scores or standard setting activities 

were scheduled to permit time for post-administration analyses and incorporation of data into 

the process. This schedule meant that the FSA standard setting activities would not occur until 

late summer/early fall 2015, months after the administration of the grade 10 ELA and Algebra 1 

assessments in the spring. To meet legislative requirements, an interim standard for the spring 

2015 administration was used based on the linking of the FSA and FCAT 2.0 tests. 
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AIR and FLDOE evaluated several options to determine the interim 

standards and consulted with members of the Technical Advisory 

Committee (TAC) as well as an expert specializing in assessment and 

the law. Equipercentile linking of the cut scores from FCAT 2.0 to FSA 

was selected as the approach for establishing the interim cut scores. 

Described simply, this process uses the percentile rank associated 

with the passing score on the FCAT 2.0 test in 2014 and finds the 

score on the FSA that corresponds with that same percentile rank 

(Kolen & Brennan, 2004). 

AIR and FLDOE provided the evaluation team with the calibration and scoring specifications 

which outlined the planned procedures for conducting the linking. In addition, during a meeting 

on July 13 and 14 in Washington, D.C., the groups discussed the steps taken to evaluate the 

available options, seek technical guidance from experts in the field, and select the 

equipercentile linking method. 

From a psychometric perspective, this method of linking the two assessments is less than ideal 

because it is based on important assumptions that both tests are constructed using on the 

same framework and test specifications in order to support interpretations of equivalency of 

the resulting scores. The most apparent violation of this assumption, although not the only one, 

is the difference in content between the FCAT grade 10 Reading test and FSA grade 10 ELA test 

which includes both Reading and Writing. The alternative and preferred solution would be to 

reset the passing standard given the differences between the previous and new assessments. 

While this action will be taken, Florida legislation required that an interim passing score, based 

on the link of FSA to FCAT 2.0, be used for the spring 2015 FSA administration rather than delay 

reporting until after standard setting activities. Given this decision, the methodology applied in 

this instance was implemented out of necessity. FLDOE and AIR chose a process that met the 

needs of the FSA program using an acceptable, although less than ideal, solution given the state 

requirements. 

Findings 

Based on a review of both the item statistics and the score linking procedures, FLDOE and AIR 

appropriately and responsibly managed the psychometric activities of the FSA within the given 

program requirements. The post-administration review of the technical qualities of the FSA 

items adhered to industry standards and therefore does not present cause for concern. In 

regards to the linking of scores for grade 10 ELA and Algebra 1, FLDOE and AIR implemented a 

solution that served the purpose and requirement determined by the state. Concerns stemming 

from the psychometric approach and the soundness of the results were openly communicated 

and discussed with FLDOE. 

Per Florida statute 

1003.4282, students 

must pass the 

statewide assessments 

for grade 10 ELA and 

Algebra 1 in order to 

earn a standard high 

school diploma. 


































































































































