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Evaluation of FSA Final Report

Executive Summary

Alpine Testing Solutions (Alpine) and edCount, LLC (edCount) were contracted to conduct an
Independent Verification of the Psychometric Validity of the FloBtndards Assessments
OC{! 0 /2ffSOGAQGStesr GKAA S@OlIfdzGA2y (Sl YQa
development, production, administratioscoring and reportingf the grades 3 through 10
English Language Arts (ELA), grades 3 throlgatBematics, and Algebra 1, Algebra 2, and
Geometry Enebf-Course assessments developed and administered in-2018 by American
Institutes for Research (AIR). To conduct the work Standards for Educational and
Psychological TestifdERA, APA, & NEM2014Test Standargsalong with other seminal
sources from the testing industry includiiglucational Measuremen#" ed. (Brennan, 2006)

and theHandbook for Test Developméiitowning & Haladyna, 2006) were the guidelines to
which all work was compead and served as the foundation of the evaluation.

As articulated in the Request for Offers, this investigation was organized into six separate
studies; each study contributed to the overall evaluation of the FSA. These studies focused on
evaluating seval areas of evidence: 1) test items, 2) field testing, 3) test blueprint and
construction, 4) test administration, 5) scaling, equating and scoring, and 6) specific questions
of psychometric validity. For each of the six studies, the evaluation used aircaion of

document and data review, data collection with Florida educators, and discussions with staff
from the Florida Department of Education (FLDOE) and its testing vendors. Although organized
into separate studies, the synthesis of the results forrtteglbasis for our findings,
commendations, recommendations, and conclusions that emerged in this report.

This Executive Summary provides a Heghel summary of the evaluation work including results

of each of the six studies along with the overall figdimnd recommendations. In the body of

the report, further detail for each of the six studies is provided, including the data and evidence
collected, the interpretation of the evidence relative to tliest Standardand industry

practice, findings, commelations, and recommendations. Following the discussion of the
studies individually, we provide a synthesis of recommendations along with conclusions from
the evaluation regarding the psychometric validity of the FSA scores for their intended uses.

Summaryof the Evaluation Work

The process of validation refers not to a test or scores but | 4. 9. gi.-R S v OSI2F
rather to the uses of test scores. By reviewing a collection g giyen interpretation of test
evidence gathered throughout the development and scoresfor a specified use is a
implementation of a testing program, an evaluation can necessary condition-for.the
provide an indication of the degree to which the available | 2dza A F & o fS  dzd
evidence supports each intended use of test scores. As suq (Test:Standards, 2014, p.)11).
the evaluation of the FSA program began with the
identification of the uses and purposes of the tests. Per legislation and as outlinad wit
C[ 5 hAgsRessment lrestigation(2015)document, FSA scores will contribute to decisions
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Evaluation of FSA Final Report

made regarding students, teachers, schools, districts, and the state. These uses across multiple
levels of aggregation incorporate FSA data taken from a singleagewell as measures of
student growth from multiple years of data.

To consider the validity of each of these uses, the evaluation team worked with FLDOE and AIR
to collect available documentation and information regarding each of the FSA program

activities within the six studies. These materials were supplemented by regular communication
via email and phone as well as interviews with relevant stagether, the evaluation team,

FLDOE, and AIR worked together to identify key data points relevant gv#ieation.In

addition, the evaluation team collected data related to the FSA items and the FSA
administrations through meetings with Florida educators and a survey of district assessment
coordinators.

This evidence was then compared to industry standatdbest practice using sources like the
Test Standardas well as other key psychometric texts. For each of the six studies, this
comparison of evidence to standards provided the basis for the findings, recommendations,
and commendations. These resultens then evaluated together to reach overall conclusions
regarding the validity evidence related to the use of FSA scores for denisiking at the levels
of student, teacher, school, district, and state.

O Alpine > edCounts
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Evaluation of FSA Final Report

Evaluation of Test Items

This evaluation studig directly connected to the question of whether FSA follows procedures
that are consistent with th@ est Standardm the development of test items. This study
included a review of test materials and included analyses of the specifications and fitléhigy o
development processes.

Findings
¢tKS NBOGASG 2F C{! Q& LINFXOGAOSa Iftft26SR (KS SgI
program. Except for the few noted areas of concern below, the methods and procedures used

for the development and review ¢ést items for the FS#ere found to be in compliancgith
the Test Standardand with commonly accepted standards of practice

Commendations

1 Processes used to create and review test items are consistent with common approaches
to assessment development.

1 Methods for developing and reviewing the FSA items for content and bias were consistent
with the Test Standardand followed sound measurement practices.

Recommendations:

Recommendation 1.1 Phase out items from tepring2015 administration and use items
written to specifically target Florida standards.

Every item that appears on the FSA was reviewed by Florida content and psychometric experts
to determine content alignment with the Florida standards; however, the items were originally
written to measure tle Utah standards rather than the Florida standards. While alignment to
Florida standards was confirmed for the majority of items reviewed via the item review study,
many were not confirmed, usually because these items focused on slightly different content
within the same anchor standards. It would be more appropriate to ploage¢he items

originally developed for use in Utah and replace them with items written to specifically target
the Florida standards.

Recommendation 1.2 Conduct an independent alignmstudy

FLDOE should consider conducting an external alignment study on the entire pool of items
appearing on future FSA assessments to ensure that items match standards. Additionally such a
review could consider the complexity of individual items as agthe range of complexity

across items and compare this information to the intended complexity levels by item as well as
grade and content area. Further, the specifications for item writing relating to cognitive
complexity should be revisited and itemsosiid be checked independently fdepth of

knowledge (DOK) prior to placement in the FSA item pool.

O Alpine > edCounts
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Evaluation of FSA Final Report

Recommendation 1.3 The FLDOE should conduct a series of cognitive labs

FLDOE should consider conducting cognitive laboratories, cognitive interviewaciite

studies involving the capture and analysis of data about how students engage with test items
during administration, or other ways to gather response process evidence during the item
development work over the next year.

OAlpine  °  edCounts
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Evaluation of FSA Final Report

Evaluation of Field Testing

Appropriate field testing of test content is a critical step for many testing programs to help
ensure the overall quality of the assessment items and test forms. For this evaluation, the item
development was started as part of the Utah Student Assessofeésitudent Growth and

Excellence (SAGE) assessment program. Therefore, this study began with a review of the field
testing practices that were followed for SAGE. The evaluation team also completed a review of
the procedures that were followed once the GB assessments were licensed and the steps
followed to identify items for the FSA.

Findings

For this study, the policies and procedures used in the field testing of test forms and items were
evaluated and compared to the expectations of fhest Standarsland industry best practices.
While the FSA field testing was completed through a nontraditional method, the data collected
and the review procedures that were implemented were consistent with indusidg

practices. The rationale and procedures usethinfield testing provided appropriate data and
information to support the development of the FSA test, including all components of the test
construction, scoring, and reporting.

Commendations

1 The field test statistics in Utah were collected from an @pienal test administration,
thus avoiding questions about the motivation of test takers.

1 During the Utah field testing process, the statistical performance of all items was
reviewed to determine if the items were appropriate for use operationally.

1 Priorto use of the FSA, all items were reviewed by educators knowledgeable of Florida
students and the Florida Standards to evaluate whether the items were appropriate for
use within the FSA program.

1 After the FSA administration, all items went through the isidyrexpected statistical and
content reviews to ensure accurate and appropriate items were delivered as part of the
FSA.

Recommendations

Recommendation 2.1 Further documentation and dissemination on the review and
acceptance of Utah state items.

The FLDE should finalize and publish documentation that provides evidence that the FSA
followed testing policies, procedures, and results that are consistent with industry
expectations. While some of this documentation could be delayed due to operational progra
constraints that are still in process, other components could be documented earlier. Providing
this information would be appropriate so that Florida constituents can be more fully informed
about the status of the FSA.

O Alpine " edCounts

esting Sclutions ™ hacausa all students count



Evaluation of FSA Final Report

Evaluationof Test Blueprints an@onstruction

This study evaluated evidence of test content and testing consequences related to the
evaluation of the test blueprint and construction. This study focused on the following areas of
review:

a) Review of the process for the test construction,
b) Revew of the test blueprints to evaluate if the blueprints are sufficient for the intended
purposes of the test,
c) Review of the utility of score reports for stakeholders by considering:
i.  Design of score reports for stakeholder groups
ii.  Explanatory text for apprapateness to the intended population
d) Information to support improvement of instruction
Findings
DAGSY GKIFIGO GKS wnmp C{! 4l & Iy IRIFILGFKEGAZ2Y 27
documentation about test development came from that other state. This dwntation
reflects an item development process that meets industry standards, although the
documentation does not appear to be well represented in the body of technical documentation
AIR offers. Likewise, the documentation of the original blueprint devetoy process appears
to have been adequate, but that information had to be pieced together with some diligence.
The documentation about the process FLDOE undertook to adapt the blueprints and to select
from the pool of available items reflects what wouldve been expected during a fast
adaptation process.

The findings from the blueprint evaluatipwhen considered in combination with the item

review results from Study indicate that the blueprints that were evaluated (grades 3, 6, and

10 for English Layuage Arts, grades 4 and 7 fdath, and Algebra 1) doconform to the

blueprintin terms of overall content matcto the expected Florida standarddowever, the

lack of any cognitive complexity expectations in the blueprints mean that test forms could
potentially include items that do not reflect the cognitive complexity in the standards and could
vary in cognitive complexity across forms, thus allowing for variation across students, sites, and
time.

In regards to test consequences and the correspondavgew of score reporting materials,
insufficient evidence was provided. The individual score reports must include scale scores and
indicate performance in relation to performance standards. The performance level descriptors
must be included in the reportsamust some means for communicating error. Currently, due to
the timing of this study, this information is not included within the drafted FSA score reports.

Given the timing of this review, FLDOE and AIR have yet to develop interpretation guides for
the score reports. These guides typically explicate a deeper understanding of score

O Alpine *  edCounts
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interpretation such as what content is assessed, what the scores represent, score precision, and
intended uses of the scores.

Commendations

1 FLDOE clearly worked intenselyetstablish an operational assessment in a very short
timeline and worked on both content and psychometric concerns.

Recommendations

Recommendation 3.1 FLDOE should finalize and publish Finalizing:and publishing
documentation related to test blueprint constructionMuch of | yocumentation related io
the current process documentation is fragmented among test blueprint.construction
multiple data sources. Articulating a clear process linked to th{ is highly recommended.
intended uses of the FSA test scores provides information to
support the validity of the intended uses of the scores.

Recommendation 3.FLDOE®uld include standard specific cognitive complexity

expectations (DOK) in each gradkevel content area blueprintWhile FLDOE provides

percentage of points by depth of knowledge (DOK) level in the mathematics and ELA test design
summary documents, this insufficient to guide item writing and ensure a match between

item DOK and expected DOK distributions.

Recommendation 3.3 FLDOE should document the process through which the score reports
and online reporting system for various stakeholders was develdpeeviewed, and
incorporated usability reviews, when appropriatésiven the timing of this evaluation, the
technical documentation outlining this development evidence for the FSA score reports was
incomplete.

Recommendation 3.4 FLDOE should develop iptetation guides to accompany the score
reports provided to stakeholdersThe guides should include information that supports the
appropriate interpretation of the scores for the intended uses, especially as it relates to the
impact on instruction.

O Alpine ®  edCounts
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Evaluation of Test Administration

Prior to beginning the FSA evaluation, a number of issues related &ptirgg2015 FSA
administration were identified. These issues ranged from DDoS attacks, student login issues,
and difficulty with the test administratioprocess. The evaluation team gathered further
information about all of these possible issues through reviews of internal documents from the
FLDOE and AIR, data generated by the FLDOE and AIR, and focus groups and surveys with
Florida district representates.

Findings

Thespring2015FSA administratiowas problematic. Problems were encountered on just
about every aspect of the administration, from the initial training and preparation to the
delivery of the tests themselve$nformation from district dministrators indicate serious
systematic issues impacting a significant number of students, while statewide data estimates
the impact to be closer to 1 to 5% for each te¥he precise magnitude of the problems is
difficult to gauge with 100% accuracyttihe evaluation team can reasonably state that the
spring2015administration of the FSA did not meet the normal rigor and standardization
expected with a higlstakes assessment program like the FSA.

Commendations

1 Throughout all of the work of the euadtion team, one of the consistent themes amongst
people the team spoke with and the surveys was the high praise for the FLDOE staff
members who handled the dap-day activities of the FSA. Many individuals took the
time to praise their work and to poirdut that these FLDOE staff members went above
and beyond their normal expectations to assist them in any way possible.

Recommendations

Recommendation 4.1 FLDOE and its vendors should be more proactive in the event of test
administration issues.

Standird 6.3 from theTest Standardesmphasizes the need for comprehensive documentation
and reporting anytime there is a deviation from standard administration procedures. It would
be appropriate for the FLDOE and its vendors to create contingency plamadhatuickly

react to any administratiomelated issues with steps designed to help ensure the reliability,
validity, and fairness of the FSAs.

Recommendation 4.2 FLDOE and its FSA partners should engage with school districts in a
communication and traitng program throughout the entire 20186 academic year.

The problematispring2015 FSA administration has made many individuals involved with the
administration of the FSA to be extremely skeptical of its value. Given this problem, the FLDOE
and its @rtners should engage in an extensive communication and training program

O Alpine “ edCounts
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throughout the entire academic year to inform its constituents of the changes that have been
made to help ensure a less troublesome administration in 2016.

Recommendation 4.3 The flicies and procedures developed for the FSA administration
should be reviewed and revised to allow the test administrators to more efficiently deliver
the test, and when required, more efficiently resolve any test administration issues.

Test administratiorior all FSAs should be reviewed to determine ways to better communicate
policies to all test users. The process for handling any test administration issues during the live
test administration must also be improved. Improved Help desk support shoulddée on

essential component.
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Evaluation of Scaling, Equating, and Scoring

This study evaluated the processes for scaling, calibrating, equating, and scoring the FSA. The
evaluation team reviewed the rationale and selection of psychometric methods and pnased
that are used to analyze data from the FSA. It also included a review of the proposed
methodology for the creation of the FSA vertical scale.

Findings

Based on the documentation and results available, acceptable procedures were followed and
sufficient critical review of results was implemented. In addition, FLDOE and AIR solicited input

from industry experts on various technical aspects of the FSA program through meetings with

GKS C[5h9Q& ¢SOKYAOIf ! ROA&A2NE /2YYAGGSS o¢! /

Commendations

1 Although AR committed to the development of the FSA program within a relatively short
timeframe, the planning, analyses, and data review related to the scoring and calibrations
of the FSA (i.e., the work that has been completed to date) did not appear to be
negativdy impacted by the time limitations. The procedures outlined for these activities
followed industry standards and were not reduced to fit within compressed schedules.

Recommendation

Recommendation 5.1 Documentation of the computeibased scoring proceduse like those
used for some of the FSA technologyhanced items as well as that used for the essays,
should be provided in an accessible manner to stakeholders and test users.

AIR uses computdrased scoring technology (i.e., like that used for the FE&Ant@ogy

enhanced items and essays). Therefore, for other programs in other states, the documentation
around these scoring procedures should already exist and be available for review (e.g., scoring
algorithms for FSA technologynhanced items was embeddedthin patent documents).
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Specific Psychometric Validity Questions

This study evaluated specific components of psychometric validity that in some instances
aligned with other studies in the broader evaluation. The evaluation team considered multiple
saurces of evidence, including judgmental and empirical characteristics of the test and test
items, along with the psychometric models used. This study also included a review of the
methodology compiled for linking the FSA tests to the FCAT 2.0.

Findings

During the scoring process, the statistical performance of all FSA items were evaluated to
determine how well each item fit the scoring model chosen for the FSA and that the items fit
within acceptable statistical performance. In regards to the linkingcores for grade 10 ELA

and Algebrdl, FLDOE and AIR implemented a solution that served the purpose and
requirement determined by the state. While some concerns about the requirements for linking
the FSA to the FCAT were raised, the methodology use@pgaspriate given the parameters

of the work required.

Commendations

1 Given an imperfect psychometric situation regarding the original source of items and the
reporting requirements, AIR and FLDOE appear to have carefully found a balance that
delivered @ceptable solutions based on the FSA program constraints.

Recommendation

Recommendation 6.1 The limitations of the interim passing scores for the grade 10 ELA and
Algebral tests should be more clearly outlined for stakeholders.

Unlike the passing scoresed on FCAT 2.0 and those that will be used for subsequent FSA
administrations, the interim passing scores were not established through a formal standard
setting process and therefore do not represent a critedmsed measure of student
knowledge and sks. The limitations regarding the meaning of these interim passing scores
should be communicated to stakeholders.
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Conclusions

As the evaluation team has gathered information and data about the Florida Standards
Assessments (FSA), we note a number ofraemdations and recommendations that have

been provided within the description of each of the six studies. The commendations note areas
of strength while recommendations represent opportunities for improvement and are primarily
focused on process improvemesn rather than conclusions related to the test score validation
guestion that was the primary motivation for this project.

As was described earlier in the report, the concept of validity is explicitly connected to the
intended use and interpretation dhe test scores. As a result, it is not feasible to arrive at a
AAYLE S |, Sakb2 RSOAA&AAZ2Y ¢KSYy AlG O2YSa G2 GKS
multiple uses of the FSA must be considered, and the question of validity must be considered
sepaately for each. Another important consideration in the evaluation of validity is that the
concept is viewed most appropriately as a matter of degree rather than as a dichotomy. As
evidence supporting the intended use accumulates, the degree of confidertke validity of a
given test score use can increase or decrease. For purposes of this evaluation, we provide
specific conclusions for each study based on the requested evaluative judgments and then
frame our overarching conclusions based on the intendses of scores from the FSA.

Study-Specific Conclusions
The following provide conclusions from each of the six studies that make up this evaluation
Conclusion #1 Evaluation of Test Items

When looking at the item development and review processes thaevalowed with the FSA,
the policies and procedures that were followed are generally consistent with expected
practices as described in thEest Standardsaind other key sources that define best practices
in the testing industry Specifically, the testéims were determined to be error freanbiased,
and werewritten to support researctbased instructional methodology, use studeand
gradeappropriate language as well as content stand&avdsed vocabulary, and assess the
applicable content standard.

Corclusion #2i Evaluation of Field Testing

Following a review of the field testing rationale, procedure, and results for thetR&SA,

methods and procedures that were followed are generally consistent with expected practices
as described in th@ est Standard and other key sources that define best practices in the
testing industry. Specifically, the field testing design, process, procedures, and results support
an assertion that the sample size was sufficient and that the-imral data were adequate to
support test construction, scoring, and reporting for the purposes of these assessments.
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Conclusion#31 Evaluation of Test Blueprint and Construction

When looking at the process for the development of test blueprints, and the construction of
FSAest forms the methods and procedures that were followed are generally consistent with
expected practices as described in thest Standards The initial documentation of the item
developmentreflectsa process that meets industry standardspugh the documentatn

could be enhanced and placed into a more coherent framewbikdings also observed that

the blueprints that were evaluated do reflect the Florida Standards in terms of overall content
match, evaluationof intended complexity as compared to existingmexitywas not possible
due to a lack of specific complexity information in the blueprinformation for testing
consequences, score reporting, and interpretive guides were not included in this study as the
score reports with scale scores and achieeefrlevel descriptors along with the accompanying
interpretive guidesvere not available at this time.

Conclusion #4 Evaluation of Test Administration

Following a review of the test administration policies, procedures, instructions,
implementation, ail results for the FSAyith some notable exceptions, thentended policies

and procedures that were followed are generally consistent with expected practices as
described in theTest Standardsand other key sources that define best practices in the testing
industry. Specifically, some aspects of the test administration, such as the test delivery engine,
and the instructions provided to administrators and students, were consistent with other
comparable programs. However, for a variety of reasonssgrgng2015 FSA test

administration was problematic, with issues encountered on multiple aspects of the computer
based tes{CBTadministration. These issues led to significant challenges in the administration
of the FSA for some students, and as a result, tistisgents were not presented with an
opportunity to adequately represent their knowledge and skills on a given test.

Conclusion #5 Evaluation of Scaling, Equating, and Scoring

Following a review of the scaling, equating, and scoring procedures ancdsefibr the FSA,
andbased on the evidence available at the time of this evaluatjdine policies, procedures,

and methods are generally consistent with expected practices as described ifT &st
Standardsand other key sources that define best practicesthe testing industry Specifically,

the measurement model used or planned to be used, as well as the rationale for the models
was considered to be appropriate, as are the equating and scaling activities associated with the
FSA. Note that evidence relat¢o content validity is included in the first and third conclusions
above and not repeated here. There are some notable exceptions to the breadth of our
conclusion for this study. Specifically, evidence was not available at the time of this study to be
able to evaluate evidence of criterion, construct, and consequential validity. These are areas
where more comprehensive studies have yet to be completed. Classification accuracy and
consistency were not available as part of this review because achievenaglastls have not

yet been set for the FSA.
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Conclusion #6 Evaluation of Specific Psychometric Validity Questions

Following a review of evidence for specific psychometric validity questions for th¢hESA,

policies, methods, procedures, and results thatre followed are generally consistent with
expected practices as described in thest Standardsind other key sources that define best
practices in the testing industry with notable exceptionEvidence related to a review of the

FSA items and their ctent are noted in the first conclusion above and not repeated here. The
difficulty levels and discrimination levels of items were appropriate and analyses were
conducted to investigate potential sources of bias. The review also found that the psychometric
procedures for linking the FSA Algebra 1 and Grade 10 ELA with the associated FCAT 2.0 tests
were acceptable given the constraints on the program.

CrossStudy Conclusions

Because validity is evaluated in the context of the intended uses and interpretatioscores,
the results of any individual study are insufficient to support overall conclusidresfollowing
conclusions are based on the evidence compiled and reviewed across studies in reference to
the intended uses of the FSAs both for individuatlsits and for aggregatievel information.

Conclusion #1 Use of FSA Scores for Studeln¢vel Decisions

With respect to student level decisiortee evidence for the papeand pencildelivered exams

support the use of the FSA at the student level. Foe CBTFSAthe FSA scores for some

students will be suspectAlthough the percentage of students in the aggregate may appear

small, it still represents a significanbumber of studentsfor whom critical decisionseed to

be made Therefore, test scoreshould not be used as a sole determinant in decisions such as

the prevention of advancement to the next grade, graduation eligibility, or placement into a
remedialcours® | 2 6§ SOSNE dzy RSNJ I aK2f R KIN¥YftSaaé LIKAC
complete theirtests(s) and demonstrate performance that is considered appropriate for an

outcome that is beneficial to the student (i.e., grade promotion, graduation eligibility), it would

appear to be appropriate that these test scores could be used in combinatibrottier

a2d2NOS&a 2F SOARSYOS | 02dzi (iBarigbassrRo8y G Qa | 0 A A
observations of the difficulties involved with the administration of the FSA.

Conclusion #8 Use of Florida Standards Assessments Scores for drengl Decisons

In reviewing the collection of validity evidence from across these six studies in the context of
group level decisions (i.e., teacher, school, district or state) that are intended uses of FSA
scoresthe evidence appeato support the use of these dat in the aggregateThis

conclusion is appropriate for both th&®Pand the CBTexaminations. While the use of FSA
scores for individual student decisions should only be interpreted in ways that would result in
student outcomes such as promotion, graduati@and placementthe use of FSA test scores at
an aggregate level does appear to still be warranted. Given that the percentage of students
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with documented administration difficulties remained low when combining data across
students, schooland districtsjt is likely that aggregate level use would be appropriate.

The primary reason that aggregate level scores are likely appropriate for use is the large
number of student records involved. As sample sizes increase and approach a census level, and
we conside the use of FSA at the district or state level, the impact of a small number of

students whose scores were influenced by administration issues should not cause the mean
score to increase or decrease significantly. Howes@ses may existhere a notablyjhigh

percentage of students in a given classroom or school were impacted by any of these test
administration issues. It would be advisable for anyrw$@ggregate test scores strongly

consider thigossibility continue to evaluate the validity of tHevel of impact, and implement
appropriate policies to consider this potential differential impact across different levels of
aggregation.
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Florida Standards Assessment Background

At the beginning of 2013, the state of Florida was a contributing membiet®artnership for
Assessment of Readiness for College and CgR&RCC) consortia. However, in August of

HAaMnY D2@SNY2NJ wiO]l {0200 O2y@SYySR I 3INRdzL) 27
review of the Common Core State Standards and itéiegdon to Florida schools. Shortly after

this summit, Governor Scott announced that that Florida would remove itself from the PARCC
consortia and pursue an assessment program focused solely on Florida standards.

In February 52014, changes to the Flda Sandards were approved by the Florida State Board
of Education. These new standards were designed to encourage a broader approach to student
learning and to encourage deepandmore analytic thinking on the part of students.

In March of 2014, Fladabegan a contractvith the American Institutes for Research (AIR) for
the development of thd-lorida Standards Assessme(fSAprogram AIR was selected
through a competitive bidding process that began in October of 2013 with the release of a
Invitation to Negotiateby the Florida Department of Educati¢fLDOE)

The FSA program consists of gradd9English Language Arts (ELA; grade 11 ELA was
originally included as well), gradesB3Viath, and enebf-course (EOC) tests for Algeldra
Geometry,and Algebr&. The ELA assessments consist of Reading and Writing assessments
which are administered separately but combined for scoring and reporéixcept for Grade 3
which only includes Readingjhe FSA program consists of a combination of both paper

pencil (PP) and computdrased test§ CBTHepending on the grade level and the content area.
Additionally accommodated versions of the tests were also prepared for students with
disabilities (SWD).

In April of 2014, it was announced that the itemsttiveuld comprise th&201415 FSAvould

be licensed from the state of Utéha { G dzZRSy (i ! 83aSaayYSyid 2F DNRgUK
program. All items would be field tested with Utah students as part of their 2014 opeaation

test administration. The process$ reviewing and approving the items began immediately, and
culminated later in 2014 with the creation of the first FSA test forms.

Throughou the 201415 academic year, FLD@Eollaboration with AIR and Data Recognition
Corporation (DRC), the vend@asponsible for thescoring of FSA Writing responses as well as
the materials creation, distribution angtocessing for the PP tests, provided training materials
to Florida schools and teachers. These materials were provided through a combination of
materials on the FLDOE website, webinars, argarson workshops.

The administration of the FSA tests began on Marc2025 with theWriting tests and
concluded on May 15, 2015 with the EOCs.
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Legislative Mandate

Florida House Bill 7069assed in April 26, mandated an independent evaluation of the FSA
program and created a panel responsible for selecting the organization for which Florida would
partner for the workThe panéis comprised of three membersne appointed by the

Governor of Florida, one gpinted by the President of the Florida Senate, and the third
appointed by the Speaker of the Florida House of Representatives. The charge for this project
was to conduct a review of the development, production, administration, scoring and reporting
of the grades 3l0 ELA grades 38 Math, and Algebra 1, Algebra 2, and Geom&@QC

assessments.

Horida Sandards Assessmentlimeline

Tablel outlines the major milestones that led up to or were part of the development of the FSA
assessments, including theselated to the legislative mandate the outlined the current
evaluation work.

Tablel. Timeline of lorida Standardé\ssessmenRelatedActivities

Date Action

Florida State Board of Education voted to adopt the Common Coi
State Standards (CCSShva fourphase implementation plan
beginning in the 20112 school year with full implementation to
occur during the 20145 school year.

Florida is announced as one of 13 states acting as governing stat
December 2010 for the Partnership for Assessmereadiness for College and Care¢
(PARCC) consortium.

D2OJSNYy 2N wiaiOol {0204 O2y@SySR
bipartisan stakeholders to discuss the sustainability and transpare

2010

AUQUSt2013 5% kS adl G5Qa F OO 2dyabdowmtatiliy i &
summit.
Using input from the summit, Governor Scott issued Executive Or
13-276, which (among other requirements):

1 Tasked the Commissioner of Education to recommend to t
State Board of Education the establishment ofopen

September 2013 process j[o procure Ilzlorida's next assessment by issuing a
competitive solicitation;

T LYAGAFGSR Cf2NARFQa RSLI NI
consortium as its fiscal agent, to ensure that the state wou
be able to procure a test specifically designeljoCf 2 NJ
needs without federal intervention.

October 2013 Invitation to Negotiate was posted for public review
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Date

February 2014

March 2014

May 2014

June 3, 2014

December 119, 2014
and January 5
February 13, 2014

February 24, 2015
March 2, 2015

April 14, 2015
May 15, 2015
May 15, 2015

May 18, 2015

May 29, 2015

June 5, 2015
August 31, 2015

Evaluation of FSA Final Report

Action
State Board of Education approved changes to the standards tha
reflected the input from public comments about the standangbjch
resulted from public hearings around the state and thousands of
comments from Floridians.
An evaluation team reviewed five proposals and narrowed the ch
to three groups. Subsequently, a negotiation team unanimously
recommended the nefor-profit American Institutes for Research
(AIR).
Commissioner of Education releases the 20045 Statewide
Assessment Schedule
AIR Contract executed

Grades 411 BBTWriting Canponent Field test

Governor Rick Scott signs Executive OrdeB1L%o suspend the
Grade 11 Florida Standards Assessment for English Language A
Operational FSA Testing begins with gragd® Writing

House Bill 706%s signed by Governor Rick Scottcréates a panel tc
select an independent entity to conduct a verification of the
psychometric validity of the Florida Standards Assesssient

Operational FSA testing concludes

Reyuest for Offers for the Independent Verification of the
Psychometric Validity for the Florida Standards Assessment is iss
FLDOE announces that districts are to calculate final course grad
and make promotion decisions for Algebra 1, Alge2, and
Geometrywithout regard to the 30% requiremerior the FSAS.
Alpine Testing Solutions and edCount LLC are selected to perforr
independent validation study

Alpine Testing Solutions contract executed

Alpine and edCount deliver final report to FLDOE

OAlpine = edCounts
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Evaluation Design

As requested for the project, our approach to the G/t EiE ARADGS NB TS NE
independent investigation of the FSA was framed by {  \\1ich evidence and theory
Standards for Educational and Psychological Testing support the interpretations.of test
(AERA, APA, & NCME, 201&st Standards For 302 NB oo F 2 NI o LINE LIz
assessment programs, tHeest Standardeequire that (Test:Standards, 2014, p)11

test sponsors develop not only an explicit definition of
the intended uses and interpretations of the test scores, but also a comprehensive collection of
evidence to supportthes@ieNSy OS & YR AYUGSNLINBGFGA2yad aLb A
and it is not the test scores that are validated. It is the claims and decisions based on the test
NBadzZ G§a GKFG | NB pd9960) Rt agsBsRrient prgrayike ESAuvaliyc =  LJ
evidence that links the assessment development and program activities to the intended uses of

the scores is critical

Validity is evaluated byonsidering each of the intended uses of test scores separately along

with the evidence that has been oetlted throughout the lifespan of a program in support of

adzOK G(Sad dzaSad a¢KS (Sad RSOSt2LISNI A& SELISO
uses and interpretatioris(Kane, 2006, pl7). As suctthe role of this investigation is to

consider he validity evidence available in support of each use of the FSA test scores, as

outlined by FLDOE, amol compare this evidence to that required by tfest Standardand

other significant works within the field of psychometrics. Based on this compasfsrailable

FSArelated evidence to that prescribed by industry standards, the evaluation team provides
recommendations, commendations, and conclusions about the validity of the intended uses of

the 201415 FSA test scores.

It is important to emphasizehat validity is a matter of degree anginot an inherent property
of a test.Validity is evaluated in the context of the intended interpretations and uses of the test
scores and the capacity of the evidence to support the respective interpretation.

Intended Uses ofhe Florida Sandards Assessments

Developing or evaluating an assessment program begins with an explicit determination of the
intended interpretations and uses of the resultant scores. For this evaluation, the intended
uses and interpretationsf FSA scores serve as the context for integrating the sources of
evidence from the evaluation to then form recommendations, commendations, and
conclusions. To lay the groundwork for readers to better understand and interpret the findings
that are reportal in the remaining sections of the report, we provide an overview of the
intended uses of the FSA scores as well the source for the associated mandates for each use.
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The process of evaluating an assessment and iti g ¢, {41 R Is NRroM®HYbe! NI
associated validity evidence is direatifated to
the intended uses of the scores. Validity refers t
these specific uses rather than a global a summary.of the-evidence and theory
determination of validity for an assessment bearing-on the intended interpretatia ¢
program. As such, it is possible that the validity (Test:Standards, 2014, p:23)
evidence supports one specific use of scores frg
an assesment while is insufficient for another.

presented:for-each intendeithterpretation
of test scoresfor a given use,together wit

Like many state assessment programs, FSA includes a number of intended uses of scores with
varying stakes for individuals or groups. The FSA is intended to be used to make decisions
related to students. In additigrstudentlevel results, both for the current year as well as for
progress across years, are then to be aggregated to make decisions related to teachers, schools,
districts, and the state.

More information related to the details of these uses at varyinglg, as well as the associated
state statutes that outline and mandate these uses can be fou@[in5 hAGfessment
Investigation February 201document which can be accessed at
http://www.fldoe.org/core/fileparse.php/12003/urlt/CommAssessmentinvestigationReport. pdf

Table2 provides a summary of these intended uses of the FSA and notes the uses for which
modifications have been made for 2018 as thdirst year of the program.
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Table2. IntendedUses of the Florida Standards Assessments (FSA) Scores
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Studies within the Evaluation

In accordance with the Request for Offers, the investigation of the psychometric validity of the
FSA has been organized to include six separate studies. These studies inclualeatioawof

1) test items, 2) field testing, 3) test blueprint and construction, 4) test administration, 5)
scaling, equating, and scoring, and 6) specific questions of psychometric validity3 Table
outlines the framework for these studies as they relaig¢he various sources of validity

evidence cited within th@ est Standards.

While these studies are presented separately within this report, the combination of the
evidence gathered from eadiudyprovides the basis of the evaluation of the uses of tBAF
Determinations of sufficient validity evidence cannot be based on single studies. Rather, each
study captures a significant group of activities that were essential to the developanent
delivering of the FSA program, and therefore ample validity emiddrom each individual study
can be viewed as necessary but not sufficienteacha final determination of adequate

validity evidence related to specific score uses.
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Table3. ValidationFramework for Independent Verification of Psychometric Validitylorida Standards Assessments
AERA et al. (2014) Source of Validity Evidence

Evaluation
Target Areas
Evaluation of

Test Items

Evaluation of
Field Testing

Evaluation of
Test Blueprint
and
Construction

Evaluation of
Test
Administration

Evaluation of
Scoring,
Scaling, and
Equating

Test Content  Response Processe Internal Structure
Review test Review student and
developmentand grade level
review processes language; cognitive
levels
Review sample of
assessment items
for content and
potential bias
Review rationale,
execution, and results
of sampling
Review test
blueprint for
sufficiency to
support intended
purposes
Review of test
accommodations

Review evidence Review evidence of Review choice of
of content validity content validity model, scoring,
produced by the  produced by the analyses, equating,
program program and scaling.

28

Relations to other

Variables

Review of delivery

system utility and user

experience

Review of thirdparty

technology and security

audit reports

Review evidence of
construct validity
collected by the
program

Testing
Consequences

Review whether
resultssupport test
construction
Review the utility
of score reports for
stakeholders to
improve
instruction

Review of test
administration
procedures

Review of security
protocols for
prevention,
investigation, and
enforcement
Review evidence o
testing
conseqguences
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AERA et al. (2014) Source of Validity Evidence

Evaluation Relations to other Testing
Target Areas Test Content  Response Processe Internal Structure Variables Consequences
produced by the
Subgroup Review criterion program
psychonetric evidence collected by
characteristics the program

Subscore added valus
analyses, decision
consistency, and

measurement
precision
Specific Review a sample Review of a sample Review of item
Evaluation of  of items relative  of items for difficulty,
Psychometric to course intended response discrimination,
Validity descriptions and  behavior as potential bias
for freedom from opposed to
bias guessing Review the linking

processes for Algebre
1 and Grade 10 ELA
relative to 201314
results.

29
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Evaluation Procedure

The majority of the work focused on reviewing evidence producedyOE antthe FSA
vendor partnes. This focus of the evaluation is consistent with the expectations oT &st
Standardghat indicate

Validation is the joint responsibility of the test developer and the test user. The test
developer is responsible for furnishing relevant evidence aratianale in support of
any test score interpretations for specified uses intended by the developer. The test
user is ultimately responsible for evaluating the evidence in the particular setting in
which the test is to be used. (2014,18)

To supplementhe document, policy, and materiedview, the evaluation tearalso collected
additional information through interviews with key personnel duringperson meetingsThis
two stage approach to testing program evaluation is more fully described in B ueathiezld
Plake (2006).

The evaluation teanalsocollected supplemental evidence for the evaluation directly from
Florida educators. This evidence included information regarding the alignment of the FSA to
Florida academic content standards. It also idellisurveys and focus groups with Florida
district representativesegarding the spring 2015 FSA test administrations.

In addition, the evaluation team worked with the FLDOE and with AIR to identify key data
points that could be used to evaluate the maégde and impact of the test administration

issues from spring FSA administration. This included data summarizing the test administration
behavior of students as well as analyses to look further at impact on student performaAtice.
analyses completed we reviewed by the FLDOE and by the evaluation team.

Together, information collecteftom the testing vendorand FLDOE, both through
documentation and interviews, as well as the data collected during the alignment meeting,
online survey, and focus groupeetings provided a great deal of information related to the
development of and processes used within the FSA program.

Limitations of the Evaluation

Several factors limited the comprehensiveness of the evaluation design and its implementation.
Given the &e of the FSA program and the number of intended uses for its scores, our greatest
limitation was a constraint regarding time to collect and review evidemhbefindings,
recommendations, and conclusiontthis evaluatiorare limited by the availabilitgf

information during the evaluation. Similar to an organization conducting a financial audit, the
jdz t Adeé 2F GKS R20dzYSyidl A2y yR &adzllll2 NI Ay 3
judgment. The concept is analogous for assessment programs.

A primay source for evidence of development and validation activities for assessment
LINEINF YA A& GKS R20dzYSyidlFdA2y LINRPOARSR Ay |
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technical reports. A technical manual will generally document the qualifications of the
individuals engaged in the process, processes and procedures that were implemented, results
of these processes, and actions taken in response to those results.

Because the FSiere administered in the spring of 2015, some of the development and
validation a@ivities are ongoig anda comprehensive technical manual was not yet available.
Nonetheless, the evaluation team was able to access technical reports, policy documents, and
other process documents, along with interviews with key sttfident datdiles,and vendor
produced analysego inform the evaluation. Instances where collection of evidence was in
progress or not available are noted in the respective study. A list of the documents and
materials reviewed for thenoject is included as Appends
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Study 1: Evaluation of Test Items

Study Description

The design and implementation of this studgused on how the assessments were developed
along with a review of FSA test iterii$ie evaluation team reviewdtie documentation of the
development processassing criteria based on best practices in the testing industry. In
addition,the teamconducted in-person and virtual interviews with FLDOE aadtner vendor
staffto gather information not included in documentation or to clarify evidence. The suady
planned toincludethe following

1 Test development and review processes including:

(0]

The characteristics and qualifications of subject matter experts used throughout
the process

The review processes that were implemented during the development process
alongwith quality control processes

The decision rules that were implemented throughout the item development

and review process

The consistency of the results with expected outcomes of the processes and with
any changes that were recommended during the revieacpsses

1 Areview of a minimum of 200 operational assessment items across grades and content
areas. The reviewasled subject matter experts and includa sample of Florida
teachers. The item review evaleattest items for the following characteriss:

(0]

O O 0 O O

Structured consistently with best practices in assessment item design
Consistent with widely accepted, reseatichsed instructional methods
Appropriate cognitive levels to target intended depth of knowle{@®K)
Review for potential bias related toxserace, ethnicity, socioeconomic status
Appropriate student and gradievel language

Targeting the intended content standard(s)

Sources of Evidence

The following documents served as the primary sources of evidence for this study:

= =4 4 -4 45 4 - 2

Utah State Assessment Tetcal Report: Volume 2 Test Development

Test Development Staff Resumes (UT item development)

SAGE Item Development Process Draft

Writing and Reviewing Effective Items PowerPoint (UT item development)

Bias and Sensitivity Review Training PowerPoint (WT d&velopment)

Item Writing Specifications

Fall 2014 Bias and Sensitivity Review Summary Comments (per grade/content area)
Content Committee and Bias and Sensitivity Report for SAGE
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1 SAGE Parent Review Committee Report
1 FSA Test Construction Specifications

In addition to document and process review, the evaluation of test items also included
additional reviews and data collection by the evaluation team. First, data related to item

content and DOK match were collected July22Q 2015 in Tampa, Florida. Dngithis period,

the evaluation team conducted item reviews with Florida stakeholders from the Test
Development Center (TD@) well axlassroom teachers and content coaches/instructional
specialists at the district level to gather information directlynfr Florida stakeholders about

the items on the FSA. Panelists (n=23) were selected via a list of names provided by FLDOE as
individuals recommended by the TDC whflathematics or ELA content experience. The

panelists served on panels to review one formdach of ELA grades 3, 6, and 10 &tath

grades 4, 7, and Algebra 1. The grades were selected purposefully to represent 1) one grade in
each of the grade bands, 2) both pagsrd-pencil(PP)and online administrations of the FSA,

and 3) an end of coursessessment. For the purpose of this study, all the items on the forms
were reviewed, including field test items. The item review study focused on 1) the content
match between the intended Florida standard for each item and the Florida standard provided
by panelists and 2) the match between the DOK rating provided by FLDOE for each of the items
and the DOK rating provided by panelists for that grel/content area. Panelists were not

told what the intended content or DOK ratings were for any of the itémy reviewed.

Data from this study were analyzed in two ways: 1) computation of the percentage of exact
YFHGOK 0SG6SSy LIyStAaataQ NraAy3ada FyR AYyiSYRSR
between the average target DOK and the average rater D@i&em Thalifference between

the averagetarget and rated DOK indices of less than or equal to .5 would be considered strong

DOK consistency, a difference of less than 1 point but more than .5 points would be considered
moderate, and a difference of 1 paior greater would represent weak evidence of DOK

consistency.

Next, content/test development experts reviewed the same items for bias, sensitivity, and
fairness considerations. Then, special education experts reviewed the items on these forms for
accestility considerations, especially in relation to students with visual and hearing
impairments and students with miohoderate disabilities. Finally, experts reviewed the items

for purposeful item development to reduce the likelihood of guessing. Resaitsthese
studies/reviews provided additional evidence to evaluate the test content. Results from all
studies and reviews are included within the interpretation section that follows. Confidential
reports with item specific information for consideration Mik delivered to FLDOE separately

for item security purposes.
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Study Limitations

The program documentation and activities permitted the completion of this study as intended
and originally designed.

Industry Standards

A firm grounding in th& est Standards necessary to the credibility of each study in this
evaluation. With specific regard to Study 1, the following standards are most salient and were
drivers in the study design and implementation.

Important validity evidence related to test content is®ff 200G+ Ay SR FNRBY daly |
NBflFGA2YyaKALI 60SisSSy G(KS O2yiSyd 27F TestiSad |y
Standardsp. 15). In regard to evidence based on test content
the Test Standardgl.1) first direct a clear specificatiof the
construct(s) that the test is intended to assess. Thst
Standardgq4.12) also recommend that test developers
GR20dzySy G G(KS SEGSYyld (G2 6KA/
NBELINSaSyita GKS R2YIFIAY RSTAY!
Most often,test developers document the extent of this conter;
representation by providing information about the design
process in combination with an independent/external study of the alignment between the test
guestions and the content standards. Such documentasioould address multiple criteria
regarding how well the test aligns with the standards the test is meant to measure in terms of
the range and complexity of knowledge and skills students are expected to demonstrate on the
test.

In regard:to-evidence:hase
on testcontent, the Test

Standards (1.1) firstidirect &
clear specification of the i
construct(s) that the test:is 30
intended to assess.

P
— N
D <

ax

As evidence that a test iaif and free from bias, th&est Standard&.0/3.9) recommend that

G§Said RSOSt2LISNE YR Lzt AaKSNAER M0 aR20dzySyid a
process to provide evidence of fairness, reliability, and validity for intended uses for indsvidua

Ay GKS AYyUiSYRSR SEFYAYSS LRLAFiAZ2yéE O6LID ypbo
providing accommodations, when appropriate and feasible, to remove constrevant

OF NNASNB GKIGO 20KSNBAAS ¢g2dz R A yeieiNsaSddgd o6 A (K
2y UKS GFNBSG O2yaidiNdzO0Gaégd oL ctud ¢KSasS aiddzR
reviews with panelists who have expertise in issues related to students with disabilities,

students who are English learners, as well asepats who can provide sensitivity

considerations for race, ethnicity, culture, gender, and se@conomic status.

TheTest Standardl 5 02 YYSY R o0mM®MHUO GAF GKS NIGA2ylFES F2
RSLISYRa 2y LINBYA &S a erationg olziest takeérS, then the@eloglioi A S 2 LI
empirical evidence in support of those premises should be provided. When statements about

the processes employed by observers or scorers are part of the argument for validity, similar
information should be proR SR®¢ 9 FARSYOS NBf I SR (2 NBaLRyas
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documented througltonsideration of student performance and characteristics 1) during item
development (e.g., through a principled development process/approach), 2) during test
administration and gatheed from the digital platform, or 3) through cognitive laboratories or
interviews during item development, administration, or post hoc.

Florida Sandards AssessmentdProcesses and Evaluation Activities

For the review of evidence of test content and respemprocesses related to the evaluation of

test items developed for the spring 2015 FSA Assessment, AIR and FLDOE provided substantial
documentation. The evaluation team also gathered documentation via item reviews with

Florida stakeholders and content/tedesign/and special education experts. Reviews and
interpretation of the evidence in each of these areas is outlined below.

Test Content

Evidence of test content begins with a clear description of
the construct(s) that the test is intended to measure dhne
extent to which the content domain of a test represents th
domain defined in the test specifications.

Evidence of testccontentbegins
with a clearcdescriptionofithe
construct(s) that the test.is
intended to measure and-the
The prioritization of content and explication of the content| extent to whichithe-content
intended to be measured by the FSA was well documente domain of.a test represents,the
by AIR and FLDOE. Experts engagéae item development| domaindefinediinithetest

had the content expertise as would be expected of item | specifications

writers and developers. Item development and review
practices as well as the documentation of these practices met industry standards and followed
the Test StandardguidelinesHowever, due to the limited time frame for developing the FSA,
item reviews related to content, cognitive complexity, bias/sensitivity, etc. were not conducted
by Florida stakeholders. Florida content and psychometric experts from FLDOE reviewed every
item appearing on the FSA, but other Florida stakeholders were not involved.

As an external check on alignment of test items with the Fldfidadards, the evaluation team
conducted item reviews with Florida stakeholders recommended by the Test Development
Center (TDC). Panelists were: 1) split into groups by glexde/content expertise, 2) asked to
complete a background questionnaire to describe the expertise and experience of the panelists,
3) trained on completing the Florida Standards match and ratldg,B}) given an opportunity

to conduct practice ratings using the Florida Standards to ground them in the standards and
calibrate the ratings of DOK between panelists, 5) provided a panel facilitator to answer
guestions, monitor ratings between panelistsénsure high interater agreement, and

monitor security of materials, and 6) asked to rate the Florida Standards match and DOK of
each of the items for that gradievel/content area (individually first, then asked to determine
consensus ratings as a pdne
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A total of 23 panelists were selected from a list of names provided by FLDOE as individuals
recommended by the TDC wiklath or ELA content experience. All panels included four
participants except ELA grade 10 which had only three. About 70% of miedigia were

females and 30% were males. Most panelists were white (67%), 25% were Afmeaican,

and Hispanic and Native American panelists each represented 4% of the panelpndie
highest level of education represented was at the Masters le\@lo(8f panelists). Almost 80%

of the participants had more than 10 years of experience, with half of those having more than
20 years of experience. More than 90% of educators had experience conducting and leading
professional development and all had expage in curriculum planning for the content area
panel on which they served.

Florida Standards Comparisons

A ¥ 4 oA X

P FOGSNI LI yStAadaQ NFrdAy3ada KFEFR 0SSy 02ttt SOGSRZ
Standards designated to be assessed by each item with thel&Btandards ratings provided

by content experts on each panel. The outcomes of the content match analyses are presented

in Table4.!

Table4. Item Content Match with Intended Florida Standards

Content Area/Grade Standard Match Partial Standard Match  No Sandard Match

ELA Grade 3 65% 2% 33%
ELA Grade 6 76% 6% 17%
ELA Grade 10 65% 15% 20%
ELA Total 69% 8% 23%

Math Grade 4 94% 0% 6%
Math Grade 7 79% 0% 21%
Algebra 1 81% 0% 19%
Math Total 84% 0% 16%

Note: Some percentages do not equal 100% due toding

English Language Arts GradePanelists reviewed a form of the grade 3 ELA test consisting of

cn AGSYad ¢KS INIRS o 9[! LIyStAataQ NIrilAy3Ia
items (65%). The single item that was rated as a par#th encompassed two parts;

panelists matched the intended standard on the first part and added a standard for the second
part, resulting in the partial alignment rating. Panelists selected a different standard than the

intended standard for 33% of theems.

English Language Arts GraddP@nelists reviewed a form of the grade 6 ELA test consisting of
63 items. The grade six ELA panelists selected standards that agreed with the intended
standards on the majority of items (76%). The panelists matchethteeded standard on

1 Specific information about item content cannot be provided in evaluation reports of this kind because these
reports are or may be public. Informati@bout specific item content cannot be made public as that would
invalidate scores based in any part on those items.
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three two-part items and added a standard for the second part of these items, resulting in a 6%
partial match overall. Panelists selected a different standard than the intended standard for
17% of the items.

English Language Arts GedQ Panelists reviewed a form of the grade 10 ELA test consisting

of 65 items. The grade ten ELA panelists selected standards that agreed with the intended
standards on the majority of items (65%). The panelists partially matched the intended

standard onl5% of the items. For four twpart items, they reported two standards, one of

which matched the intended standard. The panelists added a second standard for six items: one
that matched the intended standard and one in addition to that standard. Paselistted a

different standard than the intended standard for 20% of the items.

Summary of English Language Arts Florida Standards Compdars®majority of the items in

ELA had exact matches with the intended FloB@adards (65%6%). However, for thse that

did not have exact matches for the Flori@andards ratings (31% of the total), the majority
(64%0f the 31%) actually represented a very close connection (alignment with slightly

different content withn the same anchor standard), while 36¥ihe 31%had no connection

to the standardn=16items across all three grade levelSpecific information related to the

items where panelists selected a different standard than the intended standard can be found in
a separate, confidential report pvided directly to FLDOE for consideration in future item
revision and development processes.

Math Grade 4Panelists reviewed a form of the gradé&th test consisting of 64 items. The
grade fourMath panelists matched the intended standards for a larggority of the items
(94%). Panelists selected a different standard than the intended standard for 6% of the items.

Math Grade 7Panelists reviewed a form of the gradéath test consisting of 66 items. The
grade severMath panelists matched the intendestandards for a large majority of the items
(79%). Panelists selected a different standard than the intended standard for 21% of the items.

Algebra 1Panelists reviewed a form of the Algebra 1 test consisting of 68 items. The Algebra
panelists matche the intended standards for a large majority of the items (81%). Panelists
selected a different standard than the intended standard for 19% of the items.

Summary of Math Florida Standards Compariddre majority of the items (794%) inMath

had exact m&ches with the intended Florid&andards. However, for those few items that

were not rated as exact matches with the intended Flo@#ndards (16% of the total), the
majority (8 6of the 18%) actually represented a very close connec({mg., alignmentvith

slightly different content within the anchor standandhile 19%of the 16% (n=6 itemg)ad no
connection to the standard. There were instances where a diffekéath area was identified,

but the concepts and contexts overlapped. Specific informatiteited to the items where
panelists selected a different standard than the intended standard can be found in a separate,
confidential report provided directly to FLDOE for consideration in future item revision and
development processes.
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Depth of Knowledg Comparisons

AAAAA

P FGSNI LI yStAadaqQ NFrdAy3aIad KFEFR 0SSy O2ff SOGSRZ
assignments designated to be assessed by each item with the DOK ratings provided by content
experts on each panel.

For this data collection, panelisised the same-evel DOK rubric as was used by FLDOE to

rate the Florida content standards. Panelists first rated DOK independently for all items on a
reviewed form, using descriptions of DOK levels provided by FLDOE. The facilitator for each
grade and ontent group then led a discussion resulting in consensus ratings for the DOK for
each item. Researchers compared the DOK ratings provided by FLDOE to the consensus DOK
ratings provided by the content expert panels. (Note: For items with multiple padssttie

provided DOK for the item as a whole. Researchers used panelist ratings at the overall item
level for comparisons.) Panelists rated the DOK level the same as that provided by the state 43
65% of the time for the ELA tests and@@ of the time fothe Math tests. With few

exceptions, the two DOK judgments that were not in exact agreement were, adjacent, or within
one DOK rating. For example, on the scale-éf tater X rated an item as 3 and the assigned

rating by FLDOE was 2. In this case, thiaga were adjacent, or off by just one level. As

another example, rater X rated an item as 1 and the FLDOE rating was 2. Again, the ratings were
adjacent, or off by just one level. For ELA, panelist ratings that differed tended to be at a higher
DOK levethan that provided by the state. The opposite was trueNtath. To clarify, the ELA

items were rated as more cognitively complex (higher DOK) than the FLDOE assigned DOK and
the Math items were rated less cognitively complex (lower DOK) than the FLBigied<DOK.

C2NJ5hY NIXdGAYy3a FyrfteasSas LIyStAadaQ NrdAy3a |
Weighted averages are calculated for each DOK level, by multiplying the number of items in a

level by that level number and then averaging those produets.example, if 6 items of the 20

items on a test are rated as DOK 1, 10 items are rated as DOK 2, and 4 items as DOK 3, the
average DOK would be:

(6*1) + (10*2) + (4*3) _ 6+20+12 _ 38 _ 19
20 B 20 20 :

This average can be calculated for intend®dK and rated DOK and the averages can be
compared.

A difference between the target and rated DOK indices of less than or equal to .5 would be
considered strong DOK consistency, a difference of less than 1 point but more than .5 points
would be considerethoderate, and a difference of 1 point or greater would represent weak
evidence of DOK consistency. This methodology and studies have been used by the evaluation
team in a number of studies conducted with other states, have been approved by their
TechnicaAdvisory Committees (TAC), and have been accepted in United States Peer Review
documentation for those states.
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English language arts gradeBanelists provided DOK ratings in the range of one to three (out
of four levels on the DOK rubric), which coirddvith the range of intended DOKSs provided by
FLDOE (see Talig Panelists rated 55% of the items with the same DOK level.

Level by level, DOK ratings were much higher on average than intended for level 1, slightly
higher than intended for level 2, anidwer than intended for level 3. Of the 13 items intended

to reflect level 3 DOK, panelists concurred for only four items. However, panelists determined
that seven of the 32 items intended to reflect level 2 DOK actually reflected level 3. In total, the
average rated DOK across items (2.1) is slightly higher than intendedvdb) indicates

strong DOK consistency

O Alpine »  edCounts

esting Sclutions ™ hacausa all students count



Evaluation of FSA Final Report

Table5. DOK Ratings for English Language Arts Grade 3

t I ySt FLDOE/AIR Ratings
Ratings 1 2 3 Total
1 4 4
2 11 25 9 45
3 7 4 11
Total 15 32 13 60

English language arts grade&s described in Tab& panelists provided DOK ratings in the

range of one to four. Panelists rated 65% of the items with the same DOK level. Further,
panelists rated 11 of the 14 items the state ra@@®OK level one as DOK level two; 8 of the 38
items the state rated a DOK level two as DOK level three; 1 item the state rated a DOK level two
as DOK level one; and 2 of the 10 items the state rated a DOK level three as DOK level two. Both
entities ratedthe writing item a DOK level 4. Overall, the DOK ratings were slightly higher than
intended (2.2 vs. 1.9hdicating strong DOK consistency

Table6. DOK Ratings for English Language Arts Grade 6

t I ySt FLDOE/AIR Ratings

Ratings 1 2 3 4 Total
1 3 1 4
2 11 29 2 42
3 8 8 16
4 1 1
Total 14 38 10 1 63

English language arts grade I®anelists provided DOK ratings in the range of two to four,

which was narrower than the range of one to four indicated by FLB®Ehown in Table 7,
panelistsrated 43% of the items with the same DOK. Further, panelists rated all 16 items the

state rated a DOK level one as DOK level two (n=12) or DOK level three (n=4); 17 of the 32 items
the state rated a DOK level two as DOK level three; and 4 of the 16therstate rated a DOK

level three as DOK level two. Both entities rated the writing item a DOK level 4. Overall, the

DOK ratings were somewhat higher than intended (2.5 vsird@ating strong DOK

consistency

Table7. DOK Ratings for English Language @rade 10

t I ySt FLDOE/AIR Ratings

Ratings 1 2 3 4 Total
1 0
2 12 15 4 31
3 4 17 12 33
4 1 1
Total 16 32 16 1 65
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Mathematics grade 4Panelists provided DOK ratings in the range of one to three, which
coincided with the range praded in the standards by FLD@s.described in Table 8apelists

rated 52% of items with the same DOK leteirther, panelists rated 6 of the 14 items the state
rated a DOK level one as DOK level two. Of the 45 items the state rated a DOK levelawo, 1 w
rated as DOK level three and 21 as DOK level one. Three of the 5 items the state rated a DOK
level three as DOK level two. Overall, the rated DOK level was slightly lower than intended (1.6
v. 1.9)but still with strong DOK consistency

Table8. DOK Ratgs for Mathematics Grade 4

t I ySt FLDOE/AIR Ratings
Ratings 1 2 3 Total
1 8 21 29
2 6 23 3 32
3 1 2 3
Total 14 45 5 64

Math grade 7.Panelists provided DOK ratings in the range of one to three, which coincided

with the range provided by EIOE As shown in Table 9apelists rated 59% of the items with

the same DOK level. In addition, panelists rated 1 of the 9 items the state rated a DOK level one
as DOK level two; 21 of the 51 items the state rated a DOK level two as DOK level onef; and 5 o
the 6 items the state rated a DOK level three as DOK level two. Overall, the DOK ratings
indicated somewhat lower DOK than what was intended for this test (1.6 Vb@ @}ill

indicating strong DOK consistency

Table9. DOK Ratings for Math Grade 7

ParS f A FLDOE/AIR Ratings
Ratings 1 2 3 Total
1 8 21 29
2 1 30 5 36
3 1 1
Total 9 51 6 66

Algebra 1 Panelists provided DOK ratings in the range of one to three, which coincided with the
range provided by FLDQOAS described in Table 10ameligs rated 34 of the 67 (51%) items at

the same DOK level as was intended. Level by level, DOK ratings were slightly higher on average
than intended for level 1, somewhat lower than intended for level 2, and lower than intended

for level 3. Of the 7 items tended to reflect level 3 DOK, panelists concurred for only one item.
However, panelists determined that four of the 47 items intended to reflect level 2 DOK

actually reflected level 3. In total, the average rated DOK across items is slightly lower than
intended (1.7 v 1.9%ut as with the other grades reviewed, still indicates strong DOK

consistency
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Tablel0. DOK Ratings for Math Algebra 1

t I ySt FLDOE/AIR Ratings
Ratings 1 2 3 Total
1 9 19 28
2 4 24 6 34
3 4 1 5
Total 13 47 7 67

In summay, adifference between the target and rated DOK indices of less than or equal to .5
would be considered strong DOK consisteriegch tpde and content area reviewed in this

study resulted in DOK indices of less than or equal to .5. However, as witevaew of
alignment,average DOK ratings varied somewhat from what was interidelying deeper into

the data andeviewingthe threeMath grades in totalrated DOK was slightly lower than

intended for all three grades evaluated. These differences werdlyndse to the significant
number of items that were intended to reflect level 2 DOK but were rated as DOK 1. In contrast
and reviewing the three ELA grades in tptalerage DOK ratinggere slightly or somewhat

higher than intendedThese differences werdue to the significant number of items that were
intended to reflect level 3 DOK but were rated as DOKs2ndicated below in Tablel, 37% of

the ELA DOK ratings were above the intended DOK while 36%MbtheDOK ratings were

below the intended DOKIhese patterns could indicate that DOK may not be as closely
attended to during item constructioar item writer trainingas would be best practice and that
additional external reviews of DOK may be necessary to align items to intended DOK levels as
they are being developedsiven the intent of FLDOE to write new items aligned with the

Florida Standards and to phase out the items included on the FSA that were originally
developed for use in Utah, FLDOE should ensure tight content and cognitive complexity
alignment in these newly developed items.

Tablelld wSfl GA2YAKALl 0SG6SSy LYGSYyRSR 5hY YR

ELA Math
Comparison with Intended DOK N % N %
Higher 70 37 16 8
Match 102 54 110 56
Lower 16 9 71 36
Total number of items 188 197

Farness, Bias, Sensitivity, Accessibility, and Purposeful Item Development to Reduce the
Likelihood of Guessing

Evidence of test content related to fairness, bias, and sensitivity was heavily documented
during the development of the items for use in UtalhRAand Utah Department of Education
staff conducted and documented multiple rounds of committee reviews focusing on fairness,

O Alpine *  edCounts

esting Sclutions ™ hacausa all students count

t



Evaluation of FSA Final Report

bias, sensitivity, and parent/community input. However, due to the limited time frame for
developing the FSA, reviews by Floritikeholders were not conducted. FLDOE did conduct
content reviews with Florida content experts at the state level and psychometric reviews with
psychometricians at the state level, but Florida stakeholders such as classroom teachers,
content coaches/instrational specialists at the district level, and parents and other community
representatives, as noted previously, did not review the items appearing on the FSA. To
evaluate fairness, bias, and accessibility concerns, the evaluation team conducted itewsrevie
with content/test development specialists to specifically review the FSA items for
racial/ethnic/cultural considerations, sex and gender bias considerations, andesmmi@mic
considerations.

Fairness, Bias, and Sensitivity Review

The evaluation teameviewed the same grade and content area forms as the item review
panelists (grades 3, 6, and 10 in ELA Miath grades 4, and 7, and Algebra 1). Experts noted a
concern in grade 6 ELA with a passpgsing a negative presentation or stereotype of a female
which was later dispelled in the passageMath, experts did not find any specific
considerations, but did note that of the protagonists presented in items, 70% were male.
Expertsdetermined that the items reviewed for this evaluation suggested thew&Afair and
free from bias.

Finally, this review included two additional considerations: 1) is the assessment accessible or
does it pose barriers for students with vision, hearing or fmiloblerate intellectual disabilities,
and 2) do particular design atacteristics of items reduce the likelihood that the student
answers the question corotly by guessing (e.g., ho cinestem or answer choices, appropriate
and quality distractors for answer choices).

English Language Arts Content Area Review for Acdebi

The evaluation team reviewed the accommodated papased English Language Arts items at
grades three, six, and ten to identify possible barriers for students with vision, hearing, or
intellectual disabilities. These accommodated forms containfal@same items in grades 3

and 4 but due to the computdnased administration in the remaining grades, the
accommodated forms include a small number of items that differ from the online
administration for the purposes of ensuring access, in particulastiadents with unique vision
needs. In addition to the individual items, the evaluation team reviewed test procedures for all
students and allowable accommodations for students with disabilities.

Students who are blind or dedlind can access items ugithe accommodations of braille
(contracted or uncontractedgnlarged text, magnification devices, color overlays-item-
per-page, special paper (e.g., raised line) or masking. In the braille versions of the tests, items
may be altered in format (e.dgng dash to indicate first blank line) and may provide

description of graphics, provide tactile graphics, and/or omit graphics. Students who have
vision and hearing impairments are able to access writing items using a scribe.
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Students who have milthoderate intellectual disabilities can access the majority of the items

using allowable accommodations such as oral reading/signing of items and answer options,
one-line-per-page, special paper (e.g., raised line) and masEnglents may receive verbal

encoN ISYSyld oSod3dsr a1SSLI 42Nl AYy3IZE aYI 1S adzaNB
a2YS addRSydGaQ FoAfAadGe G2 O02YLX SGS GKS dSado
communication systems, including egaze communication systems and signing (AH)/&E

respond to reading and writing items. Students are able to access writing items using a scribe
(including ASL/SEE).

DAGSY GKS AYGSNIINBGIFGAZ2Y 2F aNBIFIRAYy3IE o6& C[5h
accommodation to ensure the construct remaiintact. Students who have mildoderate

intellectual disabilities and limited reading skills will have limited access to the passages without

the use of a human reader. Students with vision or hearing impairments who also have limited

ability to read, mcluding reading braille, will have limited access to the passages without the use

of a human reader. When required to read independently, these groups of students will not

have the ability to demonstrate their understanding of the text beyond the alddityecode

and read fluently. For example, without access to the passage, the students will be unable to
demonstrate their ability to draw conclusions, compare texts, or identify the central/main idea.

Mathematics Content Area Review for Accessibility

The evaluation team reviewed the accommodated pagirsedMath items at grades four and
seven and for Algebrato identify possible barriers for students with vision, hearing, or
intellectual disabilities. In addition to the individual items, the evaluatiameaeviewed test
procedures for all students and allowable accommodations for students with disabilities.

The accommodated papdrased test lacked some features that allow full access for students
with vision impairments and michoderate intellectual digbilities. The computebased

features for all students allow the use of color contrdsiwever, thereis no reference to same
or similarallowancether than color overlayfor the paper version of the test. The color
contrastprovides the option of inerted colors of the text and background amdhy be

important for students with certain types of visual impairments such as Cortical Visual
Impairment (CVI) to clearly view the items.

Students who are blind or de#lind can access the items using the acomrdations of braille

(contracted or uncontracted), enlarged text, magnification devices, color overlaystemne

per-page, abacus, or masking. Students are able to respond to items through the use of a

scribe; however, special care on constructed respatesas should be taken if a student with

visual impairments does not use this accommodation as the response mode may increase the
fA1StEAK22R 2F agNAGAYy3IE¢ SNNRNER F2NJ 6KS&aS aidzR
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Students who have milthoderate intellectual disabilities can access thajonity of the items

using allowable accommodations such as oral reading/signing of items and answer options,
one-line-per-page, and masking. As with the ELA review, students may receive verbal

SyO02dzNy ASYSyYy (i 0S®3IdPr G SSLI & 2Ny BEXY &0y | 4 KA Gz
a2YS addRSydGaQ FoAfAadGe G2 O02YLX SGS GKS dSado
communication systems, including egaze communication systems and signing (ASL/SEE) to

respond to Math items. Students can use a scribeessied.

The papetbased test includes several items with graphics (e.g., coordinate grids, graphs, etc.),

that include a description that can be read to or by the student or a tactile graphic. However,

several graphics are visually complex, especiatlgtiadents with visual impairments even with
accommodations (e.g., tactile, description of graphic), as they require large amounts of
AYTF2NXYEFGAZ2Y OGKIF O Ydzad aenmem@WBR Ay GKS aiddzRRSyYy

Purposeful Item Development to Reduce thileelihood d Guessing

This review included consideration of particular design characteristics of items that reduce the
likelihood that the student answers the question correctly by guessing (e.g., no cuing in stem or
answer choices, appropriate and quality distrastéor answer choices). In both content areas,

the reviews indicated item development included appropriate and quality distractors for

answer choices and the stem or answer choices were free from language that would cue
students to the correct answer choicEurther, the item writer training highlighted effective

stem, effective options, and effective distractor development. Together, this information
suggests items were developed to intentionally reduce the likelihood of guessing.

Response Processes

TheTest StandardNB O2 YYSYR OomMPMHUO GAF (GKS NIdGA2yLFES F2
RSLISYRa 2y LINBYA&aSa lo2dzi GKS X O023yAGAGS 2LIS
empirical evidence in support of those premises should be provided. Whemstats about

the processes employed by observers or scorers are part of the argument for validity, similar
AYF2NXYIFGAZ2Y aK2dZ R 0S LINPOARSR®E 9QPBARSYOS NEf
documented througltonsideration of student performance and charactécs 1) during item
development (e.g., through a principled development process/approach), 2) during test
administration and gathered from the digital platform, or 3) through cognitive laboratories or
interviews during item development, administratioor, post hoc. During this review, AIR

documented a principled item development approach but the only specific reference to

response processes was in regard to acceptable response mechanisms designated as part of the
item writing specifications. The respongechanisms more closely highlighted response

formats acceptable for measuring the content rather than actual response processes used as
expectations for the cognitive operations for students.

AIR provided the Smartd3alanced Assessment Consortium (SBX@hitive Laboratories Final
Report for review, but it was not considered in this evaluation because there is no evidence
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indicating that any of the items reviewed in that study were ones that contributed to scores for
Florida students. Studies conductedth items "similar to" those on the Florida tests do not

offer any evidence regarding the quality of the items that did appear on Florida tests. We have
no information about the definition of "similar" and the questions addressed in the SBAC study
may, ormay not, be ones of most importance for the assessments as administered in Florida.
Further, while the item types on the FSA may be similar to those administered during the SBAC
study, how similar or different those technology enhanced items play ouheialatform for

the FSA along with the interaction of the content within the platform is inconclusive.

Findings

Based on the documentation available and the studies/review|
completed related to the evaluation of the test items, the
evaluation team did at find any evidence to question the
validity of the FSA scores for the intended purposes. FLDOE
AIR made efforts to describe, document, and ensure content
alignment, reduce item bias related to race, ethnicity, culture,
sex/gender, and socieconomicconsiderations, increase
accessibility of the test items especially for students who are
deaf, blind, and have mithoderate intellectual disabilities, and
have adhered to industry standards as well as recommendatic
of the Test Standards completing tlis work.

Based-onltk
documentation-available
and thestudies/reviews
completedrelated to the
evaluationcofithe test
items, theevaluationdteam
did not find any-evidence:to
guestionthe validity-of the
FSA scores fonthetintende
purposes

While a review of the items by stakeholders in Florida would be expected based on typical
practice and theTest Standardgjiven the rapid development timeline and policy requirements,
there was insufficient time to complete the review for thelZadministration of the FSA
assessment. FLDOE made substantial efforts to conduct a careful review of the items with
content and psychometric experts to ensure the items matched Fl&eatadards.The majority

of the itemsin ELA and/ath had exact matchewith the intended Florid&andards When

there was not an exact match, many of the items had matchessiightlydifferent content
within the same anchor standard.

Asindicatedearlier, for the threeMath grades in totalrated DOK was slightly lowtran

intended for all three grades evaluated. These differences were mostly due to the significant
number of items that were intended to reflect level 2 DOK but were rated as DidKdntrast
and reviewing the three ELA grades in tptalerage DOK rays were slightly or somewhat
higher than intendedThese differences were due to the significant number of items that were
intended to reflect level 3 DOK but were rated as DOKh2se patterns could indicate that

DOK may not be as closely attended taidg item constructioror item writer trainingas

would be best practice anithat additional external reviews of DOK may be necessary to align
items to intended DOK levels as they are being developacdn the intent of FLDOE to write
new items aligned wh the Florida Standards and to phase out the items included on the FSA
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that were originally developed for use in Utah, FLDOE should ensure tight content and cognitive
complexity alignment in these newly developed iteMé&thout conducting a Floridapecifc
stakeholder review of all the items appearing on the FSA test forms, FLDOE and AIR completed,
at a minimum, the review necessary to safeguard the quality of the items and test forms used

on thespring2015 administration of the FSA.

Commendations

1 AIR povided substantial documentation outlining the item development and review
process for the items, as intended for Utah.

1 FLDOE spent considerable time reviewing each and every item that appeared on the FSA
with a content and psychometric lens.
1 The majory of items reviewed by the evaluation team were
o free from bias related to race, ethnicity, culture, sex/gender, and secanomic
considerations,
o0 developed to be accessible for students with vision, hearing, andmuolderate
intellectual disabilitiesand
o developed to reduce the likelihood of guessing with effective stems, options, and
distractors.

Recommendations

Recommendation 1.FLDOE should phaseit the Utah items as quickly as possible and use
items on FSA assessments written specifically to &rthe content in the Floride&tandards.

While every item appearing on the FSA was reviewed by Florida content and psychometric
experts to determine content alignment with the Florilandards, the items were originally

written to measure the Utah standds rather than the Florid&andards. The standards in

these two states are very similar, but do vary within some shared anchor standards. Thus, while
alignment to Florid&&andards was confirmed for the majority of items reviewed via the item
review study many were not confirmed, usually because these items focused on slightly
different contentwithin the same anchor standards. As such, in these areas it would be more
appropriate to use items written to specifically target the Floi@ndards.

Recommeimation 1.2FLDOE shouldonduct an external alignment study on the entire pool

of items appearing on the future FSA assessment with the majority of items targeting Florida
Sandards to ensure documentation and range of complexity as intended for the F&#Ast
across grades and content aredaurther, the specifications for item writing relating to

cognitive complexity should be revisited and items should be checked independently for DOK
prior to placement in the item pool for administration.

Recommendatioril.3FLDOE should conducbgnitive laboratories, cognitive interviews,
interaction studies involving the capture and analysis of data about how students engage
with test items and the content within each of the items during administration, and/or other
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ways in which to gather response process evidence during the item development work over
the next year.
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Study 2: Evaluation of Field Testing
Study Description

For this studythe evaluation teanrevieweddocumentation and data from the field test
activities,supplementing this informatiowith anin-person meeting with FLDOE apartner
vendorstaff. Theplannedfield test studyactivities included:

1 Areview of the sampling plan for the following:
o Design characteristics that are consistent with intended psggs)
o0 Processes for creating the sampling plan
o Extent to which the sampling plan was executed as expected
0 Processes and procedures to ensure evidence of sufficient sample size and
population representation
1 A reviewof the ability of field test results tsupport test form construction
1 A reviewof whether the field test results yield resulisat support a range of raw scores
that would be transformed into scale scores relative to cut scores
1 A review of the decision rules that were applied to the resultthe field test

Sources of Evidence

To conduct the review of thESAield testing, AIR supplied the primary sources of data and
information for the procedures for the field testing in the form of technical reports for the
201314 Utah state assessmentggram. These documents were:

{1 Utah State Assessment, 2013 Technical Report: Volume 1 AnntiathnicalReport
1 Utah State Assessment, 2013 Technical Report: Volume 2 Test Development
1 Utah State Assessment, 2018 Technical Report: Volume 3 Test Adstnaition

1 Utah State Assessment, 2018 Technical Report: Volume 4 Reliability afatidity

For the review of the Floridhased field testing activities, many of the analogous documents
and data that were available for the Utdlased field testing were rigyet available at the time

of this evaluation. Instead, this review was conducted using a variety of internal memos written
specifically for this evaluation, conversations with key staff involved in the procedures, and
working documents used to track woaktivities.

Study Limitations

As is mentioned in the previous section, formal documentation related to the processes used to
evaluate items in place of a field test with Florida students were not yet available. This is not
surprising given that formal tdinical manuals are commonly generated after the completion of
GKS LINPANIY @SIFENI YR GKSNBFT2NB tA]1Ste g2yQi
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and FLDOE were able to provide the needed information to complete the evaluation of FSA
field testing as it was originally designed.

Industry Standards

Appropriate field testing of test content is a critical step for testing programs to evaluate the
empirical characteristics that contribute to the overall quality of the assessment items and test
forms. Even after the most rigorous item development process, field testing of items by
exposing the items to large groups of students under standardized conditions allows for
statistical and content reviews that eliminate possibly problematic items afgdresure the
reliability, validity, and fairness of the assessments. With respect to field testinggste
Standardsstate that:

The purpose of a field test is to determine whether items function as intended in the
context of the new test forms and tcsaess statistical properties. (p. 83)

While theTest Standarddo not provide prescriptive methods for how and when field testing
should be completed, they do provide important guidelines that need to be considered when
looking at any field testing. Spécally, Test Standardét.9) discuss the importance of

gathering a sufficient and representative sample of test takers for the field testing. The sample
size also needs to be sufficient to support intended psychometric analysis procedures, such as
Differential Item Functioning (DIF) methods that are designed to help evaluate empirical
evidence of the fairness of the examination across student groups.

TheTest Standarde4.10) algo discuss the importance of A CKS e LINE O S 8 a -6
documenting any assumptions of the scoring matat sareened-and the data used for
have been adopted when reviewing the field test results. 5 o.Ng. S yih iy 3 X0- & K 2
example, any data screening rules for the items and R2.0dz¥Sy i SRdE
students should be clearly documented for all phases of tl (Test:Standards, 2014, p:-89)
work; clear rationales for these rules should also be
provided. Similarly, multiple Item Response Theory (IRT) scoring models are considered and
evaluated, the assumptions for each model should be documented, and the data and evidence
to support the models selected should be provided.

In addition to considering the types ofidence for which we expect to evaluate compliance

with the Test Standardour review also focused on industry best practices and the current
state of research in the field. One of the persistent problems in field testing items is student
motivation. If sudents are informed that an assessment is solely for field testing purposes (i.e.,
little or no stakes for students, their teachers, and their schools) students have limited
motivation to perform their best. Therefore, the assessment community recommdrads t

when feasible, field testing be conducted by embedding items within operational test forms
where the student is unaware of which items are being field tested and which are operational
items (Haladyna & Rodriguez, 2013; Schmeiser & Welch, 2006).
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Howeuer, in cases where new assessment programs are be| g ¢-k.&.- A-ii S Yiaod 6:S 1
introduced, it is not normally feasible to embed items into af e withithe groups including
existing assessment program; this make it more challenging ethnicity, gender; English
field test items. In some scenarios, field testing can be Language Proficiency; and
conducted as standlone events, solely for the purposes of | 4 VO2Y S A d 1 G dza ¢
trying out items and/or test forms (Schmeiser & Welch, 200¢,-

Florida StandardsAssessmentdProcesses and Evaluation Activities

Although most field tests occur with samples of the intended population, the Fli8Ad#&ing

was completed with students in another state; the item bank used foisgireng2015FSA
administrationg & f AOSyaSR FTNRY ! GFKQa {ddzRSyd ! aa
assessment program. This method for gathering items for 201 5vuasrily necessitated due

to the limited timeframe available to develop and review test items for the FSA. Because the
2015 FSA items were licensed from the state of Utah, the review of the FSA field testing started
with a review of the field testing metids, procedures, and results that occurred with students
from Utah. After this step, the policies and procedures that were followed to transition from

the Utah item bank to the FSA were also reviewed.

Utah-Based Field Testing Activities

The policies angrocedures that were followed to develop test items is reviewed as part of
Study #1 in this evaluation, and are not repeated here. This section focuses on how items were
field tested and the appropriateness of these processes relative td &s¢ Standardand best
practices. All items that were considered viable items for Utah were field tested during the
operational 2014 test administration of the Utah state assessments. Prior to scoring the
assessments, all items were screened for appropriate statig@drmance. The statistical
performance of all items was reviewed. Items with any of the criteria listed below were flagged
for further content based reviews.

1 Proportioncorrectvalueislessthan 0.25 orgreaterthan 0.95for multiple-choiceand
Constucted-responsdatems; proportion of studentsreceivinganysinglescorepoint
greaterthan 0.95for constructedresponsdtems (sedtem Difficultyin Appendix A).

1 Adjustedbiserial/polyseriatorrelationstatisticis less than 0.2%or multiple-choiceor
constructedresponsdtems (sedtem Discriminationn Appendix A).

1 Adjustedbiserialcorrelations formultiple-choiceitem distractorsis greaterthan 0.05.

1 Theproportion of studentsrespondingo a distractorexceedghe proportion responding
to the keyedresponsefor MCitems (i.e., option analysis).

1 Meantotal scorefor alower scorepoint exceedghe meantotal scorefor a higherscore
point for constructedresponse items. (UtaState Assessment, Volume 11p).

The items were also screened upiDIF (se®ifferential Item Functioning [DIRh Appendix A)
with these analyses completed for groups defined by ethnicity, gender, English Language
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Proficiency, and income status. For the DIF analyses, any item classified at the C level of DIF
(i.e., the most significant level) was flagged and sent for further review (see Camilli, 2006, at
pp. 23%#238). Each of the SAGE assessments were taken by approximately 37,000 to 47,000
students for English Language Arts, and approximately 17,000 to 44,000 stural@&mdth,
depending upon the grade level.

Florida-Based Field Test Activities

One critical point that must be considered when looking at the FSA field testing is the actual

purpose of using items from the Utah item bank. For Florida, the items that keeresed from

PiFK LINBaSYiGSR |y 2LIRNIdzyAde G2 ARSYGATFe AGS
academic content standards and that had been previously field tested and had demonstrated
appropriate statistical performance. This selection of itefitsnot guarantee that all of the

items from Utah would be appropriate for the FSA. Instead, it allowed Flaridaléct from

items that FDOE could be reasonably confident would demonstrate acceptable statistical
performance when used on the FSA.

Whilethe statistical performance of the items provided some assurance that the items would

behave appropriately if used as part of the FSA, it did not guarantee that the items were

appropriate for Florida students. Baldress these concerns,[PQE, in collabation with AIR,

completed an item review to determine if the items were appropriate with respect to content

in addition to statistical qualities. The reviews started with an available pool of approximately

600 items per grade level and test. These itemseneyaluated for their statistical performance

as well as other characteristics, such as word count, passage length, and content alignment

GAGK CE2NRARIQa | OFRSYAO O2yidaSyd aidl yRFNRao® ! ¥
remained as part of theool of items for each test.

To finalize the item pool, iduly and August of 2014,[FOE and AIR worked together to

conduct a final review of all items. From these items, test forms were constructed to meet the
psychometric, content, and blueprint regjaments for each test form. Throughout this process,

the range of items available and the performance of the items provided sufficient data and
information for all test forms to be constructed so that full range of test scores could be
supported in the 2@5 springtest administration. After GotioNd 2:NJ (o251 defitéms 2 v/
constructing each tedorm, staff members from RROE
completed a final review of all items and test forms to
ensure that met all documented requirements. Finally
as described in Study #5, all items on the FSA were
screened after the 2015 spring administration using data collected from Florida students before
being used as operational test iten¥r any items where concerns remained after post
administration reviews, the items were removed from the scorable set, megathiait they did

not impact student scores.

were reviewed by FLDOE staff who
were familiarwithrFloridastudents
Ery Re FidrK:StarCEd2'NR R |

O Alpine *  edCounts

esting Sclutions ™ hacausa all students count



Evaluation of FSA Final Report

Findings

For this evaluation, the policies and procedures used in the field testing of test forms and items
were evaluated and compared to the expectations of Thest Standardand industry best

practices. Whe the FSA field testing was completed through a nontraditional method, the data
collected and the review procedures that were implemented were consistent with industry
wide practices. The rationale and procedures used in the field testing provided ajateop

data and information to support the development of the FSA test, including all components of
the test construction, scoring, and reporting.

Commendations

1  The field test statistics in Utah were collected from an operational test administration,
thusavoiding questions about the motivation of test takers that normally accompany
traditional field testing methods.

1  During the Utah field testing process, the statistical performance of all items was
reviewed to determine if the items were appropriate fasauoperationally.

1  Prior to use of the FSA, all items were reviewed by educators knowledgeable of Florida
students and the Florida Standards to evaluate whether the items were appropriate
for use within the FSA program.

1  After items were administered on tHeESA, the statistical performance was evaluated
again; items were only used after the statistical performance of the items was
evaluated and items with problematic statistics were reviewed based on Florida data
and excluded from student scoring if needed.

Recommendations

Recommendation 2.FLDOE should providerfther documentation and disseminationf the
review and acceptance of Utah state items.

FLDOE should finalize and publish documentation that provides evidence that the FSA field
testing policies, pcedures, and results are consistent with industry expectations. While some
of this documentation could be delayed due to operational program constraints that are still in
process, other components could be documented earlier. Providing this informatatd be
appropriate so that Florida constituents can be fully informed about the status of the FSA.
Some misconceptions existed about the FSA being a Uta

based test and therefore not appropriate for Florida Further public: documentation
students. The lack of documentation and infation for the | for the field testing process is
publicregarding the use of Utah items and the review highly recommended.

processes that FLDOE employedy have helped support
some of these misconceptions.
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Study 3: Evaluation of Test Blueprint and Construction
Study Description

This study focued on the cansistency of the test blueprint and construction process with the
intended interpretations and uses of test scores. Along with a review of the documentation of
the test development procesthe evaluation teantonduced in-person and virtual interviews

with FLDOE and AIR to gather information not included in documentation or to clarify evidence.
The following elementaere planned for inclusion within thstudy:

1 Review of the process for the test construction to evaluate its consistency with best
practices
1 Review of the test blueprints to evaluate if the blueprints are sufficient for the intended
purposes of the test
1 Review the utility of score reports for stakeholders by considering the following:
o Design of score reports for stakeholder groups
0 Explanatorytext for appropriateness tthe intended population
o Information to support improvement of instruction

Sources of Evidence

The following documents served as the primary sources of evidence for this study:
FSA Test Construction Specifications (Draft 2015)

Description of the Blueprint Development Process

ELA and Mathematics Test Design Summary Documents

PLD Development Summary Report

Item Form Selection Process Report

Item Data Review action/approval logs

Student Report Mockips

Online Reporting System Mocks

Study Limitations

=4 =4 4 -4 48 -4 45 2

The secondocusof this study involved the review of FSA score reports. Given the timing of this
study and ongoing program development activities, actual reports were not available and
FLDOE and AIR provided mock reports for the &:SAi$ review. FLDOE and AIR did not

provide samples of the interpretive guides that are to accompany score reports and aid in score
interpretation and use because these documents are still under development. The findings here
represent statements about mat the score reports and interpretive guides should include to
meet ESEA requirements and to support the uses of test information by educators.

Industry Standards

| 2YY2Yy | dzSa
relath 2y G2 GKS a
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test designed to help answer these questions must be built to do so for every student in the
testing population and in ways that support comparable interpretatiacss students, sites,
and time.

With regard to test content, th&est Standardad G I G S § Kp—f—=a-brns

domain definition should be sufficiently detailed and delimited| Developers:areialsoto
to show clearly what dimensions of knowledge, skills, cognitiv bdbtanardateeytent tol K
processes, attitudes, valuesmotions, or behaviors are includeq Which the contentomain
YR 8KFG RAYSYa TeanStandardss)s E O { Of atestrepresentsithe
5808t 2LSNE NB [faz2 (2 ¢Rz2O(domandeiinedinthedest \§ &
content domain of a test represents the domain defined in the SLISOAFATO U A 2
0S4l & LIS JésFStadvlardsh ) Bése siandards are | Standardspp:89).

meant to ensure that each instance of a test administration

yields information that is interpretable in relation to the knowledge and skills domain the test is
meant to measure. A test blueprint is, in many cases, the de factoitiefi of the knowledge

and skill domain in the context of the test. As such, the blueprint should clearly reflect the
externatto-the-test domain definition, which is the case of the FSA and the FlSiaaaards.

In addition to demonstrating a clear rél@anship to a domain definition, evidence related to

test content should include support for comparable interpretations of student performance in
relation to that domain across students, sites, and time. While comparability is often thought of
in the sensef reliability, here we focus on the validity concern that a test must be constructed
in ways that allow for comparability in score interpretations about the target knowledge and
skill domain.

Testing consequences encompass a broad range of conside@tiomN2 Y 'y AY RA @A Rdz
cognitive or emotional tak@ways from a testing situation to educators determining how to

use information from tests to reflect upon their curricula and instructional practices to policy

makers deciding via accountabilityssggms how to distribute resources. In this study, we focus

2y (GKS aS8S02yR 2F (KSaS SElFYLX Sad 9RdzOF i 2 NBRQ dz
their curricula and instructional practices relies upon the receipt of information that is (a)

meanindul in relation to the academic standards that guide their curricular and instructional

decisions and (b) communicated in clear terms.

In regard to evidence related to testing consequences Tibgt Standardé mH ®mcp0 adl 4GS
educational settings, len score reports include recommendations for instructional

intervention or are linked to recommended plans or materials for instruction, a rationale for

YR S@PARSYOS (2 adzlJll2NI GKSaS NBO2YYSyYyRIGAZ2YyaA
Test Standarsl(12.18) state that score reports must provide clear information about score
interpretation, including information on the degree of measurement error associated with a

score or classification. THeest Standardé.8) emphasize that test users (in the geeat case,

FLDOE) should use simple language that is appropriate to the audience and provide information
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on score interpretation such as what a test covers, what scores represent, the errors associated
with scores, and intended score uses.

Florida Sandards AssessmentProcesses and Evaluation Activities

For the review of the test blueprint and construction, AIR and FLDOE provided documentation
similar to what is expected under industry standards and recommendations ihetbie
StandardsEvidence about théem development process was extensive and clear. However,
information necessary to conduct the alignment analyses, including information about the
intact formsprovided for review, was neither timely nor readily accessible to evaluatbues.

first part o this study involved the collection of ratings of FSA items by Florida stakehdtders.
is important to note AIR and FLDOE provided access to-tgadkintact forms for each of the
grades and content areas reviewed during the item review study. Thesforaluded both

vertical linking items and field test items. The field test items were removed for the purpose of
the review of the match to the blueprint. The vertical linking items were used as part of the
vertical scaling process but were grade apprafariso those itemsvere includedor the

purpose of the blueprint match analysis.

Pending conclusion of this evaluation, FLIMIEeleasethe scores of the FSA prior to standard
setting. As such, FLDOE will only report raw score and percentile fankation. The
documentation for the review of score reports and interpretive guides did not meet industry
standards because these documents are still under developriémet status of development of
these documents aligns with typical practice for a progia the first year of implementation.

Test Content

The content and skill areas a test is intended to measure must be sufficiently detailed to allow
for the construction of a test that assesses those areas with fidelity in terms of breadth and
depth. Sucldetail should be communicated in the form of a blueprint or other documents that
articulate the characteristics of individual items that students encounter on a test and of the set
2F A0SYa GKFG O2y GUNROdzGS (2 & dkMBegsariitQendguea & a0
that the test items individually and as a set target appropriately the intended content and skills;
further a blueprint of some sort is necessary to ensure that tests can yield comparable results
across students, sites, and timeneTevaluation of a blueprint, its development, and its use in

test construction involves both a qualitative capture of how a blueprint was developed in ways
that meet industry standards and consideration of how it actually reflects the target content
and ill area.

Given the abbreviated timeline to construct assessments for 2015, FLDOE did not have time to
begintestoritemRS @St 2 LIYSYy i FTNRY Wa ONkeadhiKgsta@hbldledi 2 A Y LI
involvement process prior to the first administration of tR8A. To ensure that the FSA items

and forms could be ready for administration on the very short timeline, FLDOE staff established

an intense review process that involved primarily internal content and psychometric experts in
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reviewing items and adjustingueprints from those used in Utah to what would better fit the
Florida context.

From the documentation provided, it is clear that content experts at FLDOE worked closely with
AIR to make changes to the blueprint for each grade and content area. The ohténg

process was to establish blueprints that better reflected thogiffa Standards and FLDOE
expectations for its tests forms. The content team flagged issues such as misalignment of
content and then the flagged items were reviewed for inclusiontentest or replacement

based on the FLDOE input. Florida psychometricians reviewed the performance characteristics
of the items intended for use in Florida. The reviews started with an available pool of
approximately 600 items per grade level and test. Sehigkems were evaluated for their

statistical performance as well as other characteristics, such as word count, passage length, and
O2yGSyid FtA3IyYSyld 6A0GK Ct2NARIFIQa I OFRSYAO 02y
180 to 200 items remained asy of the pool of items for each test. This low level of item

survival suggests that the item review criteria were rigorous with regard to alignment with
Ct2NARIFIQa adlyRINRA YR @AaA2y TFT2NJ GKS C{! ®

During the item review process, discussions among FIAD@REIR staff were documented

through test summary construction sheets that mapped the pathway for placement of items on
the final forms. FLDOE reviewers considered bias issues as they reviewed the items, specifically
to ensure Utakcentric items were elinmated and did not appear on the FSA. The FSA ELA and
Math test design summary documents include the percentage of items in each content

category, cognitive complexity, and the approximate number of assessment items.

Although statewide stakeholder involvemt was not an option under the first year of the FSA
development timeline, ELA and Math content experts at the Test Development Center, a

partner group of FLDOE that contributed to FSA development, conferred with content experts

in the Florida Departmer# ¥ 9 RdzOlF A2y Q& . dzNBlFdz 2F {GF yRINRA
Just Read Florida office to solidify the content of the blueprints. These meetings and calls

occurred during May and June, 2014.

In addition to the reviews of the items and the blueprintsDBIE established reporting
OFGS3I2NRSa FT2N GKS ySg C{!® ¢KS NBLRZ2NIAY3 OF{
naming convention in the Florida Standards. Speaking and Listening standards were folded into

the Integration of Knowledge and Ideas repag category, and TexBased Writing was added

in grades 410 since the writing assessment occurs in those grades. Guidelines for the weight of
SIFOK NBLRNIAY3I OFiS3I2NE s+ a RSUSNXYAYSR o0& Cf 2
suggestedthatto@® A R aa G+ GAaGAOFt y2AaSé 3ISYSNIGSR FNP
category, a minimum of fifteen percent of the entire test should be derived from each reporting
OFiS3I2NRd LY a2YS OlaSasx GR2YIl Ayaé¢ ufitéen KI S 0o
LISNOSYy (G Nzt S® ¢KS NBLERNIUAY3I OFGSI2NASaA FT2NI al
convention in the Florida Standards. Like ELA, if a Math domain had too few standards, two or
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more domains might be combined to make the reporting catedifigen percent of that

IN} RSQa laaSaavySyiao

Evaluation of the blueprint involved the use of the item ratings described in Study 1 (i.e., the
same ratings were used for both Study 1 and Study 3), the published blueprints, and
characteristics of the items ithe item sets used for the item review. Only content was
considered in the blueprint evaluation because the blueprints do not provide any indication of
standard specificognitive complexity expected of the items that make up the forms. Such
informationis clearly specified in the item writing and internal item review documents in ways
that support the development of items that match the standards in both content and cognitive
complexity terms.

The logic underlying the blueprint holds that the blueprsithe translation of the knowledge

and skill domain defined in the standards for the purpose of test construction. The items, as
compiled on a test form by the developer, should conform to the blueprint and independent,
external reviewers should provide idence that that is the case. If the Florida Standards are
thought of as the large circle in the sense of a Venn diagram, the blueprint should represent a
sample of that domain that is adequate in terms of content match and cognitive complexity as
determined by content experts and adequate to support quality score production as
determined by psychometricians. The items on any given test form are yet a sample of the
items that could populate that form. The items that are reviewed must be considered
represenative of items that actually do appear on a typical test form. The evaluation considers
whether those items were appropriately identified by the vendor to populate the form and
whether they reflect the specific standards and cognitive complexity the veridons they do.

As noted above, we did not consider cognitive complexity in evaluating the blueprints because
no relevant indicators were providddr each standardHowever, in Study 1 we evaluated the
cognitive complexity of the items in the review setse outcomes of that study indicated that

the cognitive complexity of the items conformed well to the intended cognitive complexity
established by the item writers.

This evaluation considered blueprints and item sets in grades 3, 6, and 10 for Englishdea
Arts, in grades 4 and 7 fétath, and for the Algebra 1 Exaf-Course (EOC) assessment.
Panelistonsidered documentation about how the blueprints were adapted to reflect the
Florida Standards as well as the structure and overall content of tlebhis in relation to the
Florida Standard$?anelistaised information about what the items were intended to measure
in terms of content and cognitive complexity gleaned from verglmvided files and ratings
gathered from thecontentexperts that servedas panelistso evaluate fidelity of the items to
the blueprint and of the item characteristics to the intended item characteristics.

Reviews of the items considered both content and cognitive complexity in analyses not
involving the blueprint. Specifinformation about blueprints and items is not provided in this
report to protect the security of these items.
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The blueprints are organized by category as follows:

Grade 3 ELA Grades 6 and 10 ELA Grades 4 and 7 Math Algebral
Key ldeas and Details Key ldeas and Details Operations and Algebraic Algebra and Modeling
Craft andStructure Craft and Structure Thinking Functions and Modeling

Integration of Knowledge| Integration of Knowledge mugt;r?::d Operations Statistics and the Numbe

and Ideas and Ideas System
Numbersand Operations

Language/Editing Task | Language/Editing Task ¢ Fractions

Wwriting Task Measurement, Data, and

Geometry

The results here are presented in terms of general overlap of standards on the blueprint and
standards indicated fathe itemson the test forms It is important to note that the set of items

on any test do not necessarily have to address each and every standard on a blueprint. The FSA
blueprints, like those in many states, indicate the possible range of item courdsyioen

category and standard within category; as long as the range of items within a category is
somewhat balanced (e.g., items related to several of the standards within a category such as
Key Ideas and Details) rather thelnsteredon only a small pnoortion of the standards in that
category, leaving out some standards on a test fgrwhich serves as an instance of the

blueprint¢ is not of concern and meets industry standard.

For grade 3 ELA, the items covered all but five of the standards andtdiefilect any

standards not on the blueprint. The results were the same for grade 10 ELA. Only one standard
in the blueprint was not in the grade 6 ELA item set; one standard in the item set was not on
the blueprint(see Figures-B below)

The fidelity otthe item sets to theMath blueprints in terms of content match was similarly

strong. In grade 4, three blueprint standards were not on the form and all of the form standards
were on the blueprint. The gradeMath items represented all but two of the blpent

standards and included two standards not on the blueprint. For Algebra, five blueprint
standards did not appeam the form and all of the item®n the form reflected blueprint
standardgqsee Figures-8 below)

These results indicate that the itersslected to beon the form reflect the overall content of

the blueprints with fidelity. That is, FLDOE and AIR selected items that conformed to the broad
content of the blueprints. When considered in combination with the item review results from
Sudy 1, hese results further indicate that tHerms, as reviewed byanelists,conform to the
blueprints because of the strong degree of agreement between the intended content of the
items and theLJl Y S fafingsi & Q

A second set of analyses compares the blugpyimtended item content, and item content as
rated by panelistdn terms of proportions of items across the level of the categories listed
above. InHguresl through®6, results are presented in graphic form and numerically.
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The results foMath are allstrong and positive. The items selected to reflect the blueprints and
the proportions indicated in the blueprints did reflect those proportions adi y' S fafingsi a Q
support this fidelity.

The results for ELA are generally positive, although a few afdtegjories were either under
or overrepresented as indicated in tHell y* S tafingsli ThiQresult emerged even with the
general agreement between the vendor ratings of the items andptireelistratings described
in Study 1. When there was not agreemidetween these ratings, the differences sometimes
meant that the item was rated as reflective of a standard in a different category.

Even with these differences in proportion, however, the findings for ELA suggest the need to
review thepanelist® NjB and opmmentbut do not raise critical concerns about the validity

of the test score interpretations. The correlations among subscores, which would be scores for
individual categories such as Key ldeas and Details, is typically very high within & acesen

and some variation in proportion from the blueprint and over time is common.
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Grade 3 ELA

Standards on blueprint not on form =5

Standards on form not on blueprint = 0

@ Key Ickas and Details
@ cCraft and Structure
Integration

@ Language/Editing

Blueprint

0.21
0.31
0.31
0.21

Evaluation of FSA Final Report

Items as Rated by Vendor

0.23
0.33
0.27
0.17

Items as Rated byanelists

0.20
0.53
0.16
0.12

Figurel. Grade 3 ELMatch betweenStandards on the Blueprint, Intended Standards of the Items, and Standards Ratatebgt®a
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Grade 6 ELA
Blueprint Items as Rated by Vendor Items as Rated byanelists

Standards on blueprint not on form =1

Standards on form not on blueprint = 1 ‘ “
@ Key Ideas and Details 0.20 0.21 0.31
@ Craft and Structure 0.30 0.31 0.28

Integraion 0.30 0.25 0.19

@ Language/Editing 0.20 0.21 0.20
@ Text based writing 0.02 0.02 0.02

Figure2. Grade 6 ELMatch betweenStandards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists
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Grade 10 ELA

Blueprint Itemsas Rated by Vendor Items as Rated byPanelists

Standards on blueprint not on form =5

Standards on form not on blueprint = 0 . l“

@ Key Ideas and Details 0.20 0.22 0.35
@ Craft and Structure 0.31 0.31 0.31

Integration 0.31 0.28 0.19
@ Language/Ediig 0.20 0.17 0.13
@ Text based writing 0.02 0.02 0.02

Figure3. Grade 10 ELMatch betweenStandards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists
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Grade 4 Math

Blueprint Items as Rated by Vendor Items as Rated pPanelists

Standards on blueprint not on form = 3

Standards on form not on blueprint = 0 ‘ ’ ’|

@ Operations and Algebraic Thinking 0.20 0.17 0.15
@ Numbers and Operations Base 10 0.20 0.23 0.22

NumbersOperations; Fractions 0.26 0.25 0.26
@ Measuremat, Data, Geometry 0.33 0.35 0.37

Figured. Grade 4 MathMatch betweenStandards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists
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Grade 7 Math
Blueprint Items as Rated by Vendor Items as Rated bpanelists

Standard on blueprint not on form = 2

Standards on form not on blueprint = 2

@ Ratio & Proportional Relationships 0.25 0.25 0.21
@ Expressions & Equations 0.21 0.21 0.29

Geometry 0.23 0.23 0.21
@ Statistics & Probability 0.16 0.16 0.16
@ The Number Syst 0.14 0.14 0.13

Figureb. Grade 7 MathMatch betweenStandards on the Blueprint, Intended Standards of the Items, and Standards Rated by Panelists



Evaluation of FSA Final Report

Algebral End of Course

Blueprint Items as Rated by Vendor Items as Rated bpanelists

Standards omblueprint not on form =5

Standards on form not on blueprint = 0

@ Algebra and Modeling 0.41 0.41 0.45
@ Functions and Modeling 0.40 0.40 0.32
Statistics and the Number System 0.19 0.19 0.23

Figure6. Algebral: Match betweenStandards on the Béprint, Intended Standards of the Items, and Standards Rated by Panelists
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Test Consequences

FLDOE and AIR provided magds of the individual student reports they intend to use to

O2YYdzy AOIF 4GS Ay F2NXIFGAZ2Y Fo2dzi | eénfsda®Sy (G Qa (Sa
teachersThese mockizL) a (G dzZRSyYy i NBLIR2 NI a 6SNB (g2 LI 3IASa Ay
percentile rank and, for each of the reporting categories, the number of points the student

earned, the number of points possible, and the average numbepints earned statewide.

Currently the statedoes notplan to report scale score information or scores in relation to

performance levels as required by ESfi&n thisis thefirst year of FSA implementation

However, the state does plan to providéormula that can be used by districts to transform the t

score into a scale score so that districts can do their own analyses to retrofit scores for informational
purposesAIR and FLDOE evaluated several options to determine the interim standards and

conailted with members of the Technical Advisory Committee (TAC) as well as an expert
specializing in assessment and the law. Equipercentile linking of the cut scores from FCAT 2.0 to
FSA was selected as the approach for establishing the interim cut $oograde 3 ELA and

Algebra 1

FLDOE and AIR have yet to develogrpretive guides for thescores reportstherefore, this
information couldnot be included within this evaluatiohe status of development of these
documents aligns with typical practicerfa program in the first year of implementation.

Findings

FLDOE and AIR provided extensive documentation about the test development/adaptation
process at the item and test blueprint levels. In the limited timeline available for FLDOE to
establish a new agssment system, FLDOE took great care in adapting an existing test to meet
the FloridaSandards.

DAGSY GKIGO GKS wnmp C{! gla& Iy IRIFILGFEGAZ2Y 27
documentation about test development came from that other state. Thisudeentation

reflects an item development process that meets industry standards, although the

documentation does not appear to be well represented in the body of technical documentation

AIR offers, especially for an assessment that has been in place ferthaor one year. Likewise,

the documentation of the original blueprint development process appears to have been

adequate, but that information had to be pieced together with some diligence. The

documentation about the process FLDOE undertook to adapt lidrephbints and to select from

the pool of available items reflects what would have been expected during a fast adaptation
LINPOS&aad ¢2 FILOAECAGIOS a0l 1SK2ft RSNBQ dzy RSNERG |
consider a review and reorganizatiohthe information about how the FSA came to be. This is

not a highly critical finding given the short FSA development timeline to date; the decision to
prioritize activities related to development over documenting those activities this past year

seems logcal and reasonable.
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Thefirst set ofblueprintanalyses reviewed thgeneral overlap of standards on the blueprint

and standards indicated for the items on the test forfamdingsndicated that the blueprints

that were evaluated (grades 3, 6, and 10 Emyglish Language Arts, grades 4 and 7 for
Mathematics, and Algebra 1) do reflect the Florida Standards in terms of overall content match.
That is, FLDOE and AIR selected items that conformed to the broad content of the blueprints.
When considered in comiwation with the item review results from Study 1, these results

further indicate that the forms, as reviewed by panelists, conform to the blueprints because of
GKS aidNRy3a RSANBS 2F | INBSYSyid o0SGoSSy GKS Ay
ratings.However, the lack adtandard specificognitive complexity expectations in the

blueprints measthat test forms could potentially include items that do not reflect the

cognitive complexity in the standards and could vary in cognitive complexitysafonoss, thus
allowing for variation across students, sites, and time. Given the extensive information in the
item specifications, it would be possible to select items that meet cognitive complexity
expectations when populating a test formstiindard speific cognitive complexity were

included on the blueprints. This exclusion of cognitive complexity from the blueprint does not
meet industry standards.

A second set of analyses compared the blueprints, intended item content, and item content as

rated by parlists in terms of proportions of items across the level of the categories listed

above. The results for Math were all strong and positive. The results for ELA are generally

positive, although a few of the categories were either unaeroverrepresentedas indicated

Ay GKS LIyStAaadaqQ NIXridAy3daed ¢KA& NBadzZ G SYSNBS
vendor ratings of the items and the panelist ratings described in Study 1.

In regard to test consequences and the corresponding review of score negontiterialsthe
individual score reports must include scale scores and indicate performance in relation to
performance standards. The performance level descriptors must be included in the report as
must some means for communicating error. Currently, siisrmation is not included within

the drafted FSA score reporgsven the timing of this evaluation and the intent to release
reports prior to standard settingnd consideration should be given to inclusion for subsequent
years after standard setting tcd@mplete

Given the timing of this review, FLDOE and AIR have yet to develop interpretation guides for

the score reports. These guides typically explicate a deeper understanding of score

interpretation such as what content is assessed, what the scoressept, score precision, and

intended uses of the scores. These guides are critical to ensuring appropriate interpretation and
intended use of the FSA scores. Given the use of FSA scores for promotion and graduation
decisions as well as to improve instracti(FLDOE, 2015), it is important to document evidence

2dzift AYAy3a GKS AYLI OG 2y AyauNdzOGAz2ylf LINF OGAO
appropriateness of this relationship between instruction and the FSA. As stated above, FLDOE

and AIR have yeb develop interpretation guides for the FSA score repdrte status of

development of these documents aligns with typical practice for a program in the first year of
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implementation.In subsequent yearspscific information on the score reports and et
interpretation guides should be targeted directly at teachers and districts to support the
improvement of instruction, especially in those areas related to the reporting categories.
Further, technical documentation for the FSA outlining the validithefintended uses of the
scores should specifically document the rationale for and evidence supporting the relationship
between instruction and the FSA.

Commendations

1 FLDOE clearly worked intensely to establish an operational assessment in a very short
timeline andconsideredon both content and psychometric concerns.

Recommendations

Recommendation 3.1 FLDOE should finalize and publish Finalizing-and publishing
documentation related to test blueprint constructionMuch of | 4ocumentation related o
the current process documentation is fragmented among test blueprintconstructia
multiple data sources. Articulating a clear process linked to th{ is highly-recommended.
intended uses of the FSA test scores provides information to
support the validity of the intended uses of the scores.

Recommendation 3.FLDOE shoulihclude standard specific cognitive compléxi

expectations (DOKin each graddevel content area blueprintWhile FLDOE provides
percentage of points by depth of knowled{f2OK)evel in the mathematics and ELA test design
summary documents, this is insufficient to guide item writing and ensumatah between

item DOK and expected DOK distributions.

Recommendation 3 FLDOE should document the process through which the score reports
and online reporting system for various stakeholders was developed, reviewed, and
incorporated usability reviews, Wen appropriate.Given the timing of this evaluation, the
technical documentation outlining this development evidence for the FSA score reports was
incomplete.

Recommendation 31 FLDOE should develop interpretation guides to accompany the score
reports provided to stakeholdersThe guides should include information that supports the
appropriate interpretation of the scores for the intended uses, especially as it relates to the
impact on instruction.
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Study 4: Evaluation of Test Administration
Study Desciption

Given many of the challenges that were publicly reported regarding administration of the
Florida Standards AssessmerfiSAin 2015 this study of the test administration practices
contributesimportant information about the design and implementai of the delivery

platform, as well as the potential impact on the validity of scores for students in Florida.
Informationwas gatheredrom multiple sources to ensure a comprehensive review of the FSA
test administration.

The study includein-person ad virtual interviews with staff at FLD@ERd its partner vendors

to gather informationthat wasnot included in thgrovideddocumentation and to clarify
evidence. The work also inclutle surveyand focus groupto gather information directly from
Flordadistrict assessment coordinatoos the nature and degree of test interruptions within

the test administration.The evaluation team also identified key data and information that was
required for the study and was produced by AIR. Finally, numeroes ptbces oflata and
reports from FLDOE and AIR were also reviewed to gain greater understanding of the nature
and magnitude of the test administration issuddlanned activities for this studgcluded:

1 Review of the delivery system from local educatagenciego consider the following:
o0 Training and testing of the system prior to the exam administration
o Technical specifications provided for the test administration and protocols for
the test administration
1 Review of thirdparty technology and securityudit reports including any stress testing
performed on the system prior to the administration
1 Review of test administration practices, including the following:
o Documented student interruptions or students who encountered difficulty
initially entering intothe system to begin an assessment
o Procedures that were followed when administration issues were encountered
and the process followetb resol\e the issues

Sources of Evidence

As part of the investigation, the evaluation team worked with FLDOE, its veraaorslirectly

with school districts to gaia better understanding of the spring 2015 FSA administrations. The
evaluation team collected information from district representatives through three different
activities:

1. the Administration Debrief Meeting helsy FLDOE in Tallahassee on June 15 and 16
2. an online survey of district assessment coordinators
3. three focus group meetings with district representatives held across Florida in July
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The evaluation team also reviewed a number of documents and reportsvibia produced by
the FL DOE and their vendors. The primary documents used as part of this review included:

FSA Test Administrator User Guide 2QD45

FSA ELA, Mathematics and EOC Quick Guide Spring 2015

2015 Test Administration Manual

Spring 2015 FSAa&lning Materials PPT

201415 Test Administration and Security Agreement

AIR Secure Browser Installation Manual 2Q045

AIR Technical Specifications Manual for Technical Coordinators22054
201415 Certification Process Diagram and Memo

Letter to PantStewart, Comissionerof Education FLDOE from John Ruis, President FADSS
2015 Spring FSA Superintendent Certifications (30 school district records)
Calculator Policy and Supporting Documents

Monthly Emails from FLDOE to DAC

= =4 4 4 4 484443

=

In addition, the evaluation teandentified multiple data points that were needed as part of the
investigation andeviewedall data praluced by both FLDOE and by AIR. These reports and data
included:

1 Number of students active in both sessions of Reading on the same day
Number of studerd who completed Reading (all sessions) in one day

Number of students who completed Mathematics (all sessions) on the same day
Number of students active in a single session on multiple days

Number of students who took Writing in the second and third window

1 Number of tests reopened

= =4 4 =4

Each of these data files included data for schools, distrants statewide totalsThe only

exception was the number of tests reopened and the number of students taking Writing in the
second and third window, which provided daia a statewide basishis evaluation also

included analyses performed by AIR that focused on the consistency of trends and the potential
empirical impacbof the administration on test and item performance. These analyses were
delivered via the technicakport titled Impact of Test Administration on FSA Test Scores

Study Limitations

From the onset of this evaluation, issues related to the spring administration of thev&i8A
already knownAIR and FLDOE communicatkdde issueto the evaluation team.Many of

the administration issues are complex and challenging to investigatsuchthe use of a

single point or source of data to capture the impact of these issues would not be appropriate
Quantitative student data such as test scores or couhth® number of students impacted

were not necessarily sufficiebecause they may not discernibly reflect the impact on factors
like motivation and student effort. To bettemderstand the FSA administration isspes
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gualitative feedback from various digtt representatives across the state was also collected
Thisevidenceis essentiato this evaluatiorbecausat provides information related to the series
of events that occurred during the test administratiortowever, this qualitative feedback also
has its limitations and does not provide a measure of the impacts that these issues had on
student performance and test scores.

Some of the administratiorrelated issues that have been raised are, by their nature, not easily
measured. For example, if stutle are unable to login to the test administration system, there
is not necessarily a record of student login attempts that can be used to evaluate how
commonlythis type of issue was encounteretherefore, for some noted issues, there is
minimal data avéable to gauge the number of students impacted and the degree of impact on
student scores.

Industry Standards

One of the fundamental tenants of educational assessment is that the test administration must
follow consistent, standardized practices to paw/all studentsthe opportunity to

demonstrate their knowledge and skills. Thest Standardkighlight the essential role of
standardizationChapter 6 ontest administrationbegins as follows

The usefulness and interpretability of test scores requied thtest be administered and
d02NBR | O0O2NRAY3I G2 GKS (GSai RS@OSt2LISNDa
conditions, and scoring follow the same detailed procedures for all test takers, the test

is said to be standardized. Without such standardizatiba accuracy and comparability

of score interpretéions would be reducedTest Standard9. 111)

For most educational assessments, the ability to make the intende
inferences and comparisons is directly tied to the standardization ¢
the test adminstration. For examplestandardized, controlled
conditions are required to compargudent performance across
students, teachers, schools, districts, and years.

The wusefulness-and
interpretability of test
scores requireithat a
test be administered
and scored:according
Cohen and Wollack (2006) also discuss the importance of b2 KS e S a
standardization in test administratn by stressngthat the instructions.((Test
standardization requirement is not met merely because students | Standards;p: 111
have received the same set of items, the same type of ifems
a02NBa 2y GKS aryS aortsSo LyadSIFIRE aidSaida
administration, and scoring are clearly defined and fixed for all examirsgksjnistrations, and

T 2 NI .a388). 0 LJ

A number of specifitest Standardaddress appropriate test administration procedures and
their importance to the reliability, validity, and faireg of the tests. Standard 6.1 discusses the
AYLR2NIFYOS 2F GSadG FRYAYAAGNY GA2Yy LINY OGAOSa

OF NBFdz t & G4KS &Gl yRINRAT STestciN@aidgoRtaNBEs T2 N | R
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standard also stresses the e for appropriate training for all individuals involved with the
administration to allow them to understand the value and importance of their role in the test
administration.

Standard 6.3 focuses on the requirements for testing programs when any d@eMaim the

standardized procedures are encountedega G I G Ay 3 GKI G aOKIFy3ISa 2N RA
standardized test administration procedures or scoring should be documented and reported to

0 KS (S ddst Stmdd&rdgE 115).

In addition to discussintihe value and importance of administration practices and

standardization of these practices, thest Standardalso focus on the need to develop a

system that quickly and efficiently deals with any test administration difficulties that may arise.

In Chaper 12, which focuses on educational assessmentTisst Standarda G+ 6§ S G KIF G ad S
developers have an obligation to support the test administration process and to provide
NBE&a2dzNDSa (2 KSf L) a2t @St StamiBraggs 19274 6 KSy (GKSe | N
The pupose of highlighting the relevafitest Standardat the outset of our discussion of this

study is to emphasize that the standardization of test administration conditions is a prerequisite

for subsequent data analyses and interpretation of scobewiations from the intended

standardized conditions and environment can impact the comparability and interpretability of

scores. Per th&@est Standardgest administration issuesiustbe addressed immediately to

resolve the issuandinvestigate the impacbf the issue on the scores and their uses.

Florida StandardsAssessmentdProcesses and Evaluation Activities
District Data Collection

As mentionedpreviously the evaluation team used a combination of data and information
collected directly from Floriddistrict representativesand data and information from FROE
and AIR to reacthe mostcomprehensive understanding of the FSA administratiopossible

FLDOE invited embers of the evaluation teano attend the Administration Debrief Meeting.
Thirteen district were represented at the meetindistrict assessment coordinators provitle
feedback to FLDOE and testing vendors regarding the challenges and accompligifritents
201415 administrations. This meeting provided valuable information and insight inttettie

administration difficulties that Florida schools and distreteountered It also highlighted a

number of critical areas where further informatiasneeded

After this meeting, the evaluation team developed a questionname July 1, 2015, this
guestionnairewas distributed via an email survey to district assessment coordinators or
representatives from every district in the state. The survey closed on Judy tP@t time, data
were available from 55 respondentgho represented 48 of the 76 Flada districts. Complete
data on the survey and the responses received can be found in Appéndix
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In addition to the survey, three focus groups were held in Flotitese focus groups provided
district representatives witlthe opportunity to share theiexperiences and to allow the

evaluation team to ask followip questions and ensure accurate understanding of the events
related to the test administrations. The focus group meetings were held on July 15 and 16 at
schools within each of the following digtts: Leon County, Mianidade County, and Orange
County. District assessment coordinators or similar representatives from every district in Florida
were invited to attend the meeting, but participation was limited to two representatives for

each districtAcross the three focus group meetings, a total of 56 participants from 33 districts
attended the focus groups. Appendirovides a complete listing of the data collected across
these three focus group meetings.

Tablel2 providesa summary of the distcis from which the evaluation
team received feedback regarding the FSA administrations. Betweer
Administration Debrief Meeting, the online survey, and the three focy
group meetings, 53 of 76 districts (69.7%) provided input and data th
were used fothis evaluation.

53 of 76:districts
(69.7%)-provided
input and data that
were used for this
evaluation
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Tablel2: Districtrepresentationacross studyelated activities

District Study Patrticipation
Number District Name Debrief Survey Focus Group
1 ALACHUA
2 BAKER X
3 BAY X X
4 BRADFORD X
5 BREVARD X
6 BROWARD X X X
7 CALHOUN
8 CHARLOTTE
9 CITRUS X X
10 CLAY
11 COLLIER X
12 COLUMBIA
13 MIAMI DADE X X X
14 DESOTO X X
15 DIXIE X
16 DUVAL
17 ESCAMBIA X X
18 FLAGLER
19 FRANKLIN
20 GADSDEN X X
21 GILCHRIST X X
22 GLADES
23 GULF
24 HAMILTON X X
25 HARDEE
26 HENDRY
27 HERNANDO X
28 HIGHLANDS X
29 HILLSBOROUGH X X X
30 HOLMES X
31 INDIAN RIVER
32 JACKSON
33 JEFFERSON X
34 LAFAYEET X
35 LAKE X X X
36 LEE X X
37 LEON X X
38 LEVY X
39 LIBERTY X
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District Study Patrticipation
40 MADISON X
41 MANATEE X X
42 MARION X X
43 MARTIN X
44 MONROE
45 NASSAU X
46 OKALOOSA X
47 OKEECHOBEE X
48 ORANGE X X
49 OSCEGL X
50 PALM BEACH X X X
51 PASCO X X
52 PINELLAS X X
53 POLK X X
54 PUTNAM X
55 ST JOHNS X
56 ST LUCIE X X X
57 SANTA ROSA X X
58 SARASOTA X
59 SEMINOLE X X X
60 SUMTER X X
61 SUWANNEE X X
62 TAYLOR
63 UNION
64 VOLUSIA X X X
65 WAKULLA X
66 WALTON
67 WASHINGTON X X
68 FSDB X X
69 WCSP
71 FL VIRTUAL X X
72 FAU LAB SCH
73 FSU LAB SCH
74 FAMU LAB SCH
75 UF LAB SCH X
80 STATE COLLEGES
98 AHFACHKESCHOOL

Feedback from districts was used along with the documentation provided by FLDOE and its
vendors, information collected during meeting and interviews with FLDOE and vendor staff, as
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well as various analyses provided by AIR related to thadangf the various administration
issues investigated.

Test Administration Investigatidoy Test

In the remainder of this section, a number of issues or concerns that have been raised in
regards to the FSA test administratiare reviewed The three primay issues that were
encountered within each of the three content areas (Writing, Reading, and Mathjiscussed
first. District administratorddentified each of these issues the biggest challenge they faced
this past year.While the Writing and Reling tests are combined for scoring and reportafg
the English Language A(SLAFSAS, the tests are administered in distinct sessions and are
therefore addressed separately hewfter reviewingthe issues for Writing, Readirgnd Math
the remainingsections outline additional issues that were encountered, some of which
impacted all FSA administrations, others of which were relevant for specific Festeach
issue after the nature of the issuis describedavailableevidence that describes thexent

and nature of the issuis discussed

Writing

Description of Administration Challengéfe FSA Writintest was comprised of one s&on
studentswererequired to review multiple sources of evidence about a single topic. After
reviewing the mateals, students were required to respond to a prompt by organizing and
providing information to support their opinion on the topic. For grades 4 to 7, the test was

administered via a papeand-pencil model (PPjor grades 8 to 10a computerbased testigy
(CBT) modality was used.

Across the Administration Debrief Meeting, the online survey, and the focus groups, only minor
issues related to matéals distribution were noted regarding the BBsedWriting tests in

grades 4 through 7. District assessmeaoordinators noted that these materials issues caused
inconvenienceshowever, these inconveniences were manageatyigical of issues

encountered during statewide assessment administrations, and not impactful for students.

For the CBT administrationsgnades 8 to 10, considerably more reports of difficalcgurred
with the test administration. The issues with the Writing test centered around two distinct
issues. First, many schools reporthdt their studentswere unable to login to the testing
system Secondstudents appearedo be kicked out of the testing system without explanation,
and posdily lostsome of their work when it occurred.

Students weraunable to login to the systefnecause ofwo different problems. First, the login
system had difculties due to changes the student database. Thereforggmestudents were
unable to login at the time they were scheduled during the first two days of the testing window.
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The problems on these two days were followed by a Distributed Deniahat&g (DDoS)

attack that occurred on Thursdaylarch 5(DDoS attacks also occurred on Maréhahd 39,

but were likely masked by the login difficulties that were encounteré&tie login issues and the
DDoS attacks had much the same effieom the schod a4 Q LIS NgbrndSstDdentsesed T
unable to login to the system and begin their testing session. The extent of these problems is
difficult to estimatebecause the AIR online delivery system only tracks activity after login. Data
that might suggest ongog challenges like multiple failed login attempts are not recorded.

The second issue for the CBT writing administrations related to students being removed from
the testing system and in some cases losing work not saved in the last two minutes as a result.
AIR explained that this issue primarily resulted from system settings related to an inactivity
timer. While FLDOE and district test administrators were aware that an inactivity timer was in
place for each test session that a test administrator createdy there not made aware that
another inactivity timer, that monitored the activity of individual students, was also in place.
This timer removed students from the testing system after 60 minutes of inactivity. After this
time elapsed, students were inactiirethe system. The student was not alerted to this

condition until the next time the system tried to automatically save the student work, which
happened every two minute3.herefore work completed after this 60 minutes of inactivity

could have been lostSome of the students who were timed out were unable to return
immediately to their work, and needed to return either later that day or on subsequent days to
finish their test.

EvidenceTo investigate and better understand the various issues that oeduturing the FSA
writing administrations, the evaluation team sought both quantitative and qualitative
information related to the prevalence of the issues and the type and degree of impact that they
may or may not have had on student test scordsese déa came from two sourcegl) both
guantitative and qualitative feedback from district assessment coordinators and other
representatives an@2) from AIR based on information compiled within their testing system.

Within the online survey of district ass@ssnt coordinators, several questions addressed the
issues encountered during the FSA writing administration. Of the 55 survey responses, 94%
indicated that their district experienced some type of technology issue during the
administration of the CBWriting tests. Of those impacted, 81% reported that students
experienced difficulties logging into the system and 77% reported that some number of
students lost work.

District assessment coordinators weaaksoasked to estimate the percentage of students in
their district that were impacted by the technology issues for the Writing test. As shown in
Figure 7, 13 of the 53 respondents,approximately25%, estimated that-8% of students
within their district were impacted by technology issues on the Writing iB#e 12
respondents, or about 23%, estimated that-19% of students were impacted. AlImost half of

O Alpine ®  edCounts

asfing Solutions ™ hacausa all students count



Evaluation of FSA Final Report

the respondents (27 of 53) estimated that 20% or more of the students in their district were
impacted by the writing technology issues.

80-100% I

60-79% I

40-59% I

20-39% I

10-19% I
1-9%0 | ———

Estimated Percentage of Students
Impacted by Writing Issues

None, 0% E——

0 2 4 6 8 10 12 14 16 18

Number of Responses
(Total Responses = 53)

Figure7: DistiO i w S LINE &sfnatédPérdefe§eioBiudents impacted by Writinglechnology
Issues

Based on the issues experienced, 38% of respondents reported that technology difficulties had
a major impact on th&Vriting test administration36% charaterized the impact as moderate

and 6% of respondents reported that the issues had no impact. All online sdatayincluding

the data related to the writing administration, can be found in Appeilix

Data from both the Administration Debrief Meeting and the trfecus group meetings aligned
with the data providedhrough the online survey.rBliminary survey daté.e.,responses
received through July 18Jere availabldor the focus group meeting#he evaluation team
shared the initial findings with the fociggoups and asked the district representatives to
respond to the accuracy of the survey data and provide more details about their experiences
with the Writing test administrations. At the focus group meetings, the district representatives
provided addition&information about the activitiethat occurred just prior to students losing
work as well as the process and experiencggdécovering student work. District
representativesalso emphasized the severity of issues related to students losing work,
regardess of the number of students impacted. Finally, the district representatives also
discussed and shared experiences related to the impact that the various system issues had both
directly and indirectly on the student testing experier{esy.,studentswho experiencecoisy

and disruptive testing environments even when the individual student was not directly
impacted by a testing isslie
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In addition to the various sources of information from district representatigdR, provided
guantitative data to estmate the magnitude of the impact of the CBT writing administration
issues on Florida students. AIR reported approximatelydd@0mentedcases of students
losing work on the Writing tesicrossgrades &10.

AIR also provided the evaluation team witht@#hat summarized the number of students, by
test, that were logged into the same test session on multiple days. This data provides insight
into the magnitude of the problem of students being logged out of the system, being unable to
log back in, anttaving to complete testing on a later datés can be seen in Table 113

number of students whavere in the saméest session across multiple days was less than 1% of
the student population in each of the three grades.

Table 13. Statéevel Occurrencef&tudents in the Writing Session on Multiple Days

it S Students in Session on Multiple Day:

Tested
Writing (Statewide)* Number Percent of Total
Grade 8 201,700 678 0.33%
Grade 9 207,092 563 0.27%
Grade 10 197,072 456 0.23%

*These valuesra estimates based odata provided by AIR and do not represent final counts of
students completing the test

In addition to reviewing this data at the state level, the information was also disaggregated to
the school level and combined with estimates fbe humber of students who completed
Writing at each schoollt is important to note here that thidata should not be treated as

official statecertified data;instead these dataepresent the estimates from the evaluation
team to understand how the imma was felt at the schookVel. Aggregated to the schdelel,

at least 1 student impproximatelyl7%to 19%of schoolshad students who had to test over
more than one day to complete the Writing teswVithin the schools that had at least one
studentimpacted, the percent of students impacted was estimated tdobiveen Poand 26

as shown in Table4l

Table 14. Schodlevel Occurrences of Students in the Writing Session on Multiple Days

Schools with Studnts in
Same Session on Multiple Days
Average Percent

Total Schools of Students
Administered Percent of Within School
Writing Assessment Number Total Impacted
Grade 8 1,303 226 17.34% 2.14%
Grade 9 992 180 18.14% 1.09%
Grade 10 921 175 19.00% 0.91%
80
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In addition to data orthe number ofFloridastudentsimpacted AIR conducted an analysis that

was designed to determine if shifts in trends could be observed with thi€y@aA resultsThe

C{! aO0O2NBF aldloAftAride Frylfeéeara FTANRG Readindk SNBR
scores in 12-13 and 201314. Correlations are statistical values that range fran® to 1.0,

and the statistic represents an estimate for how closely related two different set of number are.
When you have two sets, and the numbers increase in approximately fsesiien, the

correlation between those two data sets will have a strong positive correlation. Vabhoss

0.75 represent strong positiveorrelationsbetween the test scores.

These correlationsereOl f Odzf F G SR o6& 3 § KSNA y Btwoyéa&.Faa I YS &
every student included, thetest scoredrom two consecutive yeansere gathered. For

example, the data could have been from students who tBelading=CAT 2.0 i gradein
201213,andthe Reading=CAT 2.th 6" grade in 2013L4. For all of the data that linked the

2012-13 to the 201314 academic year, theorrelations represent the baseline correlation

values presented in Table I6K S&S @I f dzZS& NBLINBaSyid (GKS NBf I (A
across the two years.

After gatheing these values for the baseligerrelations the same calculations were

completed butusing data from th01314 Reading-CAT 2.0 and the 2014 FSAnglish

Language Arts test scard hese correlation values represent the current values provided in

Table 15.The baseline and current correlations are nearly the same indicating that the
NBflFGA2YyaKAL)I 60S06SSy aidzRSyGiaQ aoO2NBa -BNRY 2Yy
to 201415 than those seen from 20113 to 201314.Issues encountered i the FSA Writing
administrations in 20145 did not impact this relationship at the state level.

Tablel5: Comparison of baseline and current correlations between two Y#sgtscores in
English Language Arts

Test Baseline* Current**
Grade 4 ELA & score to Grade 5 ELA test score 0.8 0.80
Grade 5 ELA test score to Grade 6 ELA test score 0.82 0.82
Grade 6 ELA test score to Grade 7 ELA test score 0.81 0.82
Grade 7 ELA test score to Grade 8 ELA Test Score 0.82 0.82
Grade 8 ELA test score to Gl ELA test score 0.83 0.83
Grade 9 ELA test score to Grade 10 ELA test score 0.82 0.82

* Baseline correlations were calculated between 2013 and 201314 test scores
** Current correlations were calculated between 201134 and 201415 test scores
Reading

Description of Administration ChallengésrReading, grades 3 and 4 FSAs were administered
PP while grades 5 to 10 were administered via CBT. As with the Writing test, the PP test
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administrations did not cause significant issues with their testiadtration. In general, test
administrators were able to complete the test administratioma timelymannerand without
serious complications.

The CBT exanfisr Reading includetivo sessionsstudentswere scheduled to completene
session on theifirst dayand the second session on a following day. Students who completed
session 1 should not have entered into session 2 until the next day, and students should have
been restricted from access to session 2 unless they received approval from the test
administratorsto move forward For Readindhe primary concern that was raised focused on
this student transition from session 1 to session 2.

The student movement across testing sessions appears to have occurred for a number of
different reasons. Soestudents had not yet finished session 1, but were merely scanning
forward inthe test form, and did not realize that they had entered into sessidDtBer

students had completed session 1 amdved forward unaware that they were entering into

session 2.0nce students entered into session 2, they were unable to go back to sesSibayl
needed toclos out of their testing session and requestatbe reopened through the test
administration management system. This led to some serious administratiagsiecause

this reopening of testsequiredthe involvement of the district assessment coordinator and AIR

as well as FLDOE approval, actions that in some cases took several days to complete before the
student could resume testing.

EvidenceThe review othe Reading test administration began with the development and
analysis of the survey results, as well as the information collected during the focus group
meetings. On the survey, 91% of the respondents indicated that district had experienced
sometype of technology issue associated with the Reading @fthe respondents, 77%
indicated that some students had difficulty logging into the system, and 83% indicated that
some students were inadvertently logged out while completing the. test

District assessment coordinators were also asked to estimate the percentage of students in
their district that were impacted by the technology issues for the Reading test. As shown in
Figure 8, 13 of the 53 respondents, or approximately 25%, estimated &%t &f sudents

within their district were impacted by technology issues on the Reading FSAs while 9
respondents, or approximately 17%, estimated that1B36 of students were impacted.
Approximately half of the respondents (27 of 53) estimated that 20% or madfreedtudents in
their district were impacted by thReadingechnology issues.
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Based on the issues experienc28% of respondents reported tha¢chnology difficulties had
a major impact on th&eadingest administration 46 charaterized the impact as moderate,
and 8% of respondents reported that the issues had no impalttonline surveylata, including
the data related to theReadingadminstrations, can be found in Append&

During the focus group meetings, the district representatives described problems and issues
that were consistent with the data from the survey. The problem with students entering session
2 was described by many of tfi@cus group participants. Some participants said that after
studentsinadvertently entered session 2 and had that session clagedgntscould not get

back to session tb complete testing for that session on the same day

In addition to the surveyrad focus group information, the evaluation team also identified other
data that would be needed testimate the magnitude of the empirical impact of these issues

to the evaluation team. As with Writing, the first point of data summarized the number of
students who completed a single test session on more than oneAkagan be seen in Table, 16

less than 1% of students in each grade had records of completing the same session on different
days.
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Table 16. Statéevel Occurrence of Students in a ReadingiSe®n Multiple Days

Vel SR Students in Session on Multiple Day:

Tested
Reading (Statewide)* Number Percent of Total
Grade 5 196,759 493 0.25%
Grade 6 195,746 1,296 0.66%
Grade 7 195,531 715 0.37%
Grade 8 201,348 625 0.31%
Grade 9 205,531 1,203 0.59%
Grade 10 194,985 666 0.34%

*These values are estimates baseddata provided by AIR and do not represent final counts of
students completing the test

In addition to reviewing this data at the state level, the information was also disaggreta
the school level and combined with estimates for the number of students who completed
Readingat each schoollt is important to note here that thidata should not be treated as
official statecertified data;instead these dataepresent the estnates from the evaluation
team to understand how the impact was felt at the scheokEl. Aggregated to the schdelel,
at least 1 student impproximately8%to 19%of schoolshad students whdnad to test over
multiple days to complete a session ford@eng Within the schools that had at least one
student impacted, the percent of students impacted was estimated tbdiereen3% andc%
as shown in Table71

Table 17. Schodlevel Occurrences of Students in a Reading Session on Multiple Days

Schools with Students in
Same Session on Multiple Days
Average Percent

Total Schools of Students
Administered Percent of Within School
Reading Assessment Number Total Impacted

Grade 5 2,233 180 8.06% 3.69%
Grade 6 1,301 215 1653% 3.81%
Grade 7 1,237 150 1196% 3.37%
Grade 8 1,303 138 12.13% 5.27%
Grade 9 992 192 19.35% 3.63%
Grade 10 921 159 17.26% 3.13%

The issue of studentsdvancing test sessions earlier than intendgdot unique to the 2015
FSA. This issue began prior to CBT delivery when stideuald move forward in PP test
booklets without the permission or knowledge of the test administrator. FLDOE policy for
students who enter int@ession 2 has been that onstudentsenter into the second session,
studentsmust complete both sessions onathday. This policy was the intended policy again in
2015.
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To helpinvestigate student movement across test sessi@R, provided two data points that
focused on students whavere active within both session 1 and 2 for Reading on the same day
All datawas provided at the state, district, school, and test level. The first data point provided
the number of students thatvere active within both sessions on the same .daye second

data point was the number of studentgho completedboth sessions on theame day per the
administration policy

As can be seen in Tallg, at the state level, between 2,079 and 5,138 studgr@sgrade level
were active in both Reading sessions on the samewhich represents betweeraand 2% of
students who completed ez test. Across grades, betweer?ddnd 6(0oof those students
proceeded to finish their exam on that day.

Table 18. Staté¢evel Occurrence of Students Moving Across Sessions in Reading

Students in Two Ses®is on StudentsCompletingTwo
Same Day Sessioron Same Day

Total Students Percent(of

Tested Percent(of Students in

Reading (Statewide)* Number Total) Number Two Sessions)

Grade 5 196,759 2,079 1.05% 861 41.41%
Grade 6 195,746 4,328 2.21% 1,869 43.18%
Grade 7 195,531 3,301 1.69% 2,003 60.68%
Grade 8 201,348 3,258 1.62% 1,827 56.08%
Grade 9 205,531 5,138 2.50% 2,475 48.17%
Grade 10 194,985 4,123 2.11% 2,503 60.71%

*These values are estimates baseddata provided by AIR and do not represent final counts of
students completing the test

At the school leveks can be seen in Table B@&tween 35% and 53% of schools had at least

one student impacted by the student movement across sessions. Within the schools impacted,
between Bband 13%0o0f the students within the school appear to have hsmine issues with
movement into session 2.

Table 19. Schodlevel Occurrence of Students Moving Across Sessions in Reading

Schools with Students in
Two Sessions on Same Day
Average Pecent

Total Schools of Students
Administered Percent of Within School
Reading Assessment Number Total Impacted

Grade 5 2,233 800 35.82% 5.50%
Grade 6 1,301 677 52.03% 8.20%
Grade 7 1,237 577 46.64% 8.80%
Grade 8 1,303 572 43.90% 12.70%
Grade 9 992 520 52.42% 14.50%
Grade 10 921 490 53.20% 13.10%
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As with the Writing ést, thedata providedby AIR designedtiook at the correlation between

frad 8SINRa Cc/'!'¢ (2 GKA&a &SFNRa aoO2NB Aa | faz
of the Writing test above uses student performance on both the Reading and WaEtgjAs

such, the stability of score correlatisaupports the concept of little to no change in the

correlations being observed this year.

A regression analysis was also completed that focused on the test scores of students who
mistakenly moved int@ession 2. A regression analysis is another way to estimate the
relationship between two sets of variables. In this scenario, the AABCAT 2.0 test scores

can be used to predict student performance on the FSA. For this evaluation, two different
groups were created; the first with all students who moved into session 2, and the other group
all students who did not. Separate regression analyses were performed for the two groups
across all grade levels. For 5 of the six grade levels, the predictiati@gwas the same

across the two groups. For the one group that was different, it indicated student scores were
slightly lower than predicted by the FCAT score.

AIR also completed work focused on the calibration of item response theory (IRT) item
paraneters. In the scaling of the FSA, one of the initial steps completed after screening the test
data is to calibrate all items on the FSA. This process of calibrating the items produces item
statisticsfor every item. Using the itestatistics a test cheacteristic curve (TCC) can be
calculated. A test characteristic curve can be used to illustrate the relationship between the
ability estimate for studentstheta,and the proportion of items the students got corredh the
graph below, the percentagef @ems that a student got correct on the test is represented on
the Y-axis, and labeledsal CC Proportion. Theaxis on the graph below represents the
estimated score for studentgheta, rangng from approximately5 to 5, with-5 representing

the lowest estimate and 5 representing the highest possible estimatee Yaxis in Figur®,

TCC Proportigrrepresent the percent of items scored correctly on the exam.

In the analysis, the item parameters and M2e calculated for all items using the coreig

sample of students used in the item calibration, including those students who appeared to have
been impacted by these administratioelated difficulties described in the sections on Writing

and Reading. The calculation of item parameters was thenatepe excluding those students

who were impacted. To illustrate these findintig TCC for the Grade HLAtestis provided

in Figure 9the two curves almost perfectly overlap with one anoth&@he same analyses were
completed across all of the testtsat comprise the FSA and consistent results were observed.
These data provide evidence that the scores of students who were impacted by issues on the
CBT administrations of Writing and Reading did not significantly affect the statistics of the FSA
items and tests at the state level of analysis.
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Figure9. Testcharacteristiccurve for Grade 10 ELAoRda Standardéssessmentswith impacted
students included and with impacted students removed.

Mathematics

Descriptions of Administration Challengéeeadministration of the FSA Math test closely
paralleled the Reading test administration model. Grades 3 and 4 were administered via PP.
Grades 5 to 8, along with three emd-course (EOC) tests, Algebra 1, Algebra 2, and Geometry,
were CBT. One importadistinction between the two is that Math FSAs gra@go 8had

three test sessionsyhereasReading had only twsessions All other Math assessments also
had only two sessions.

As with the other assessments, the PP test administrations were condpéeig delivered
without much difficulty. Serious concerns were not raised about these administratesis
administrators were generally satisfied with the administration. For the CBT administrations,
the difficulties described in moving across sessiwere also encountered on the Math FSAs.

EvidenceThe review of théMath test administration began with the development and analysis
of the survey results, as well as the information collected during the focus group meetings.
Approximately 91% ofurveyrespondents indicated that thegxperiencedsome type of
technology issue associated with the Math te€lif the respondents, 65% indicated that some
students had difficulty logging into the system, and 75% indicated that some students were
inadvertentlylogged out while completing the test.

District assessment coordinators were also asked to estimate the percentage of students in
their district that were impacted by the technology issues for the Math test. As shown in Figure
10, 17 of the 52 respondentsr approximately 33%, estimated thatO% of students within

their district were impacted by technology issues on the Math FSAs while 7 respondents, or
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approximately 13%, estimated that 11®% of students were impacted. Approximately 44% of
the respondetts (23 of 52) estimated that 20% or more of the students in their district were
impacted by theMath technology issues.

80-100% .
60-79% Il
40-59% I
20-39% I
10-19% I
1-9% I,

Estimated Percentage of Students
Impacted by Math Issues

None, 0%

0 2 4 6 8 10 12 14 16 18

Number of Responses
Total Reponses = 52
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Issues

Based on the issues experieni;10% of respondents reported that technology difficulties had
a major impact on thélath test administration 48% charaterized the impact as moderate,
and 1®%6 of respondents reported that the issues had no impact.

During the inperson focus groups, ehtest administrators described problems and issues that
were consistent with thesurveydata. The problem with students moving into sessions 2 and 3
was described at length. As with other areas, the test administrators also raised the concern
that the impact was felt by the studentsho weredirectly impactedas well agshosestudents

in the same classroomsadministrators and other support staff needed to be in thsting

room to resolve thevarious technologjssues.

The number of students who appeed in the same session across multiple dags calculated.
At the state levelas can be seen in Table 20 almost every assessment, the percentage of
students impacted was less than 1%. For Algébtae number was closer to 2%.
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Table 20. Ste-Level Occurrence of Students in a Math Session on Multiple Days

Vel SR Students in Session on Multiple Day:

Tested
Math (Statewide)* Number Percent of Total
Grade 5 196,970 457 0.23%
Grade 6 191,189 519 0.27%
Grade 7 179,595 557 0.31%
Grade 8 124,981 625 0.50%
Algebra 1 206,305 91 0.04%
Algebra 2 161,454 240 0.15%
Geometry 198,102 202 0.10%

*These values are estimates baseddata provided by AIR and do not represent final counts of
students completing the test

Across schooldor grades 5 to 8approximatelyd% to11% of schools had at least one student
in the same session across multiple dawéthin the schools impacted, betwe&%and 7% of
students appeared to have been in the same session on multiple days.

One important cavat regarding the EOC data should be not@ata were compiledfor the

number of students at each school that totble various Math FSAsSThis data served as

baseline data, allowing the evaluation team to estimate the percentage of students in a given
sclool that were impacted by any of the test administration issues. In the original extraction of
data for the Math test, data for the EOC examere only pulled for one gradkevel which
underestimated the number of schools that administered the EOC eaaththe number of
studentsimpactedwithin those schools. Because of this issue, accurate estgfamt¢he

percent of school impacted as well as the percent of students within schools is not available at
this timefor the three EOCs

Table 21. Schodlevel Occurrences of Students iMath Session on Multiple Days

Schools with Students in
Same Session on Multiple Days

Average
Percent of
Total Schools Students
Administered Percent of Within School
Reading Assessment Number Total Impacted
Grade 5 2,229 94 4.17% 7.06%
Grade 6 1,322 130 9.76% 3.16%
Grade 7 1,230 132 10.57% 4.45%
Grade 8 1,209 87 7.20% 7.5%

The second data point that was investigated for the Math assessment was the number of
students who completedll sessions of thath FSA in omday. As a reminder,n Math,
grades 6 to 8 are comprised thiree sections, while all other grades and tB®QGestsare
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comprised otwo sessions.For grades 6 to 8, many schools scheduled testing to include the
completion of two Math sessions on tlsame day. Therefore the completion of two sessions
on the same day for Math in these grades is not indicative of an administration issue. Rather
student activity irnthree sessions in one day would indicate an issue related to unintended
movement across semns As can be seen ifiable22, across the entire state, less than 1% of
students completed aMath sessions in one ddgr grades 5 to 8. The number does increase
fairly dramaticallyfor the EOC tests, ranging fra3#b for Algebra 1 to 19% on Algela

Table22: Number of students who completed all Magkssions in one day

Completed all sessions, 1 day

Total
Students Number of Average Percent
Tested students who of Sudents within
Math (Statewide)* completed in 1 day Schoollmpacted
Grade 5 196,970 534 0.27%
Grade 6 191,189 921 0.48%
Grade 7 179,595 1,130 0.63%
Grade 8 124,981 1,352 0.67%
Algebral 206,305 2,628 1.27%
Algebra2 161,454 2,135 1.32%
Geometry 198,102 2,490 1.26%

When looking at the percentage of schools with at least dodent impactedihe same issue

that was described above with the EOC exams data prevents us from providing accurate
numbers for the percent of schools or the percent of students with schools for the EOC exams
(see Table 23)For grades 5 to &, fairly wde range was observedith 13% of schools Ith
students who completed Math in one day in Gradaid approximately30% of schools Idhat

least one student impacted on tH@rade 8xam. Looking closer at the school level data,
because of problems with ¢hmerging of multiple datasets, accurate estimates for the
percentage of students within schools could not be calculated for the EOC ekamgtades 5

to 8, the percentage of students within the suis ranged from 5% to 13#¥hpacted

™ hacausa all students count
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Table 3: Numberof schools with students who completed all Math sessions in one day

Schools with Students Who Completed
Math Session in One Day

Average
Percent of
Students
Total Schools Within
Administered Percent of School
Math Assessment  Number Total Impacted
Grade5 2,229 297 13.32% 5.20%
Grade 6 1,322 283 21.41% 7.80%
Grade 7 1,230 331 26.91% 8.80%
Grade 8 1,209 368 30.44% 13.40%

AIR also completetRT calibration analysaalyses as has already been described with the
Writing andReadingassessments. ThRT parameterand the TC@ere calculated using the
total group of students, and then recalculated after the impacted students were removed. As
with Reading and Writing, little to no difference in the IRT parameters was observed.

As with the Reading tésa regression analysis was also completed that focused on the test
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a regression analysis was completed that used FCAT 2.0 Math test scores to predict the FSA
Math scores for students. It also classified students into two groups; one group that did not
mistakenly move into the second session, while the other group did mistakenly move into
session 2. In this scenario, if students moved into session 2 andriy ddge to preview items

were given some type of advantage, the regression equation between the two groups would be
different. The regression analyses were completed for grades 5 to 8 on the Math FSA. For
three of the four grades, the prediction equatiaras the same across the two groups. For the
one group that was different, it indicated student scores were slightly lower than predicted by

the FCAT score.

In addition to data orthe number ofFlorida studentsmpacted AIR conducted an analysis that

was designed to determine if shifts in trends could be observed with thi€)@8A results.

This was identical to the analyses described in the Writing section of this negog

al Y SFor@venyzRusiel included, theieBs a 2 JS
scoresfrom two consecutive years was gathered. For example, the data could have been from
students who took FCAT 2.05fi gradein 201213, andthe FCAT 2.th 6" grade in 201314.

For all of the data that linked the 20413 to the 201314 academic year, theorrelations

represent thebaselinecorrelation values presented in Tabld.Z'hese values represent the
aldzRSyiaQ aO2NBa I ONRaa

O2NNBtlFGAz2ya 2F GKS

NEflGA2yaKALl 0SGs6SSYy

After gathering these values for the baselowrelatiors, the same calculations were
completed butusing data from th01314 FCAT 2.0 the 20414 FSA. These correlation
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values represent theumrent values provided in Table 2Z&he baseline and current correlations
are very similar indicating that the relgty 8 KA LJ 0 S 4SSy aitdzRSydaQ aoz2N
next was no different from 20134 to 201415 than those seen from 20123 to 201314.

Issues encountered with the FSA Math administrations in 208.did not impact this
relationship at the state level.
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Table2Y / 2YLI NRAaz2zy 2F o6FaStAyS IyR Od2NNBy il 02 NNE
Math

Test Baseline* Current**
Grade 4Math test score to Grade Math test score 0.76 0.79
Gradeb5 Math test score to Grade 6 Mattest score 0.79 0.82
Grade 6 Math test score to Grade 7 Mattest score 0.80 0.82
Grade7 Math test score to Grade 8 Matlest Score 0.74 0.71

* Baseline correlations were calculated between 2a12and 201314 test scores
** Current correlations were calculated between 2018 and 201415 test scores

Other Test Administration Issues ldentified During the Investigation

In addition to the three issues describpteviously a number of other issues were also
identified; some ofthese issuesvere specific to one test, and othessues impacted the overall
FSA administration.

External Technology Challenges

Description of Administration Challengesnother issue that was encountered across the state

of Florida was a number of Distributed Denial of Services (DDoS) attackskEBAlaelivery

system. These are malicious attempts to interfere with technology or network availability

during examination administrations. DDoS attacks were observed on the FSA delivery system on
March 1, 23,5, 9, 11, and 12As March 1 was the Sundpyior to the administration window,

this DDoS attack did not impact studentfie DDoS attaslon March 2and 3 werdikely

masked to test users by the number of login issues that were encountered with the FSA system
and therefore likely did not cause sifjoant delays beyond those already being experienced. In
comparison, the DDoS attacks observed on March 5 did receive a considerable amount of
attention and did appear to cause some disruption of test delivery in schools. After some
modifications were rade to the security and monitoring of the system, the DDoS attacks March
9, 11, and 12 did not appear to cause any significant prohlems

The DDoS attacks were designed to flood the FSA test delivery system which, in effect, caused
the system to become somw~vded with the handling of the DDea8lated traffic, that legitimate
traffic (i.e., trafficfrom school¥was unable to properly connect with the testing log in system.
The result for the end user was an inability to log into the FSA testing systeml! Blodants

who attempted to login during a DDoS attack were denied access to the FSA delivery system,
but a significant number of students were blocked from doing so. One fortunate characteristic
of the FSA DDoS attacks is that once students were aleletéo into the FSA testing system,

they were able to complete the test in the manner intended.

Evidence As with many components of this investigation, it is difficult to gauge the number of
students impacted by the DDoS attacks as well as the degieeyofJ- O 2y a i dzRSy GaQ
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experience. For example, the mannemwhichFSA registration is handled does not allow for an
accurate estimate for the number of students who were scheduled to test on a given day.
There are records for the total number dtidents who were registered to take a specific FSA,
but this information does not reflect or include the day on which the tests were planned to be
taken. Because of this limitation, it is not feasible to develop a reasonable estimate for the
percentage oktudents, on any given day, that were scheduled to take a given test, but were
unable to do so because of login systeshated issues.

Another limitation is that the FSA login system does not track login attempts. Because of this
limitation, we cannot conpare the number of login attempts that occurred on any given day,
and how many login attempts students needed to complete before they were successful.

One piece of evidence that can be compared is the number of users who accessed the system,
on each dayA report on the number of users of the FSA delivery system throughout each day
of the test administration window is included in AppenHixThe report provides a snapshot of

the number of users every 30 minutes during the regular time period for tHeathginistration

for each date. For example, at 9:00 am on Monday 2, there were 29,779 users in the FSA
system. While this data does not provide a perfect snapshot of the number of tests that were
completed on each day, it does provide a general estinfi@at¢éhe amount of system activity

each day.

In addition to looking at the overall level of activity, the maximum level of activity on each day
can be determined. In Tabl®,2he maximum number of users for each day of the FSA test
administration is povidedwhich represents the peak number of students testing concurrently
for each day The days with reported DDoS attacks are highlighted in the table. Looking closer
at the data, while there were reports of system disruption on these days, it doesppetar to

have had an impact on the maximum number of users on those days. The maximum number of
users doeslecline when looking at March 11 and 12, but that appears to be a function of the
Writing test administration window coming to a clogdso, it isvorth noting that the number

of users is less for the tests days from March 2 through March 13 as the only tests included in
this window were Writing grades-B0. In comparison, many more tests were being

administered during the April and May dates and tflax Users values reflect this difference.

Looking at the overall trends that are included in Appeiitlix similar pattern is observed.

Looking at the first week, there were three days that had reported DDoS atthek®", 39,

and 8". On each ofttose days, despite the DDoS attacks, the amount of systiel® activities

does not seem to have dramatically altered from the pattern of system use. The same pattern
can be observed in the following week, when documented DDoS attacks occurred on March 9,
11, and 12. For each of those days, the documented activity observed within the FSA delivery
system appears to be consistent with the pattern observed across the entire test administration
window. For example, across all days during the week of Marple@ activity appears to
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occur in the 9:30 to 10:30 range, with activity slowly decreasing for the remainder of the day. It
also appears that Mondays are consistently one of the slower days, as many people report that
schools prefer to allow students tedt in the middle of the week.

It should also be noted here that on April 20, an issue with students being able to login to the
system was encounteredlhe practical impact of these difficulties was fairly similar to the
DDoS attacks, as students haffidilty logging into the system, though once they were able to
do so, most were able to complete their test without any further difficulthisTssue did cause

a decrease in the number of students who tested that day as can be seen in Daislevell 3

in the overall activity that day as can be seen in Appendiddivever, the login difficulties

were not the result of a DDoS attack, but instead were the result of database issues with the
FSA server.

Table25: Maximumnumber of users by day of FSAtadministration

Date Time Max Users
Mon 3/2 Grades &0 Writing 31,832
Tues 3/3  Grades 810 Writing 38,930
Wed 3/4 Grades 8.0 Writing 33,389
Thurs 3/5  Grades 8L0 Writing 52,453

Fri 3/6 Grades 8.0 Writing 31,923
Mon 3/9 Grades 8L0 Writing 30,49
Tues 3/10 Grades 8.0 Writing 43,297
Wed 3/11  Grades 8L0 Writing 22,592
Thurs 3/12  Grades 8.0 Writing 11,432
Fri 3/13 Grades 8.0 Writing 3,469
Mon 4/13  (Grades 310 R, 38 M) 108,392
Tues 4/14  (Grades 30 R, 38 M) 140,092
Wed 4/15  (Grades 310 R, 38 M) 134,086
Thurs 4/16 (Grades 310 R, 33 M) 144,716
Fri 4/17 (Grades 310 R, 33 M) 82,140
Mon 4/20  (Grades 310 R, 38 M; EOC) 31,901
Tues 4/21 (Grades 310 R, 383 M; EOC) 170,132
Wed 4/22  (Grades 30 R, 383 M; EOC) 161,985
Thurs 4/23 (Grades 310 R, 38 M; EOC) 134,710

Fri 4/24 (Grades 310 R, 33 M; EOC) 111,426
Mon 4/27  (Grades 30 R, 38 M; EOC) 111,600
Tues 4/28 (Grades 310 R, 383 M; EOC) 143,299
Wed 4/29  (Grades 310 R, 33 M; EOC) 112,745
Thurs 4/30 (Grades 310 R, 383 M; EOf 110,754

O Alpine *  edCounts

esting Sclutions ™ hacausa all students count



Evaluation of FSA Final Report

Date Time Max Users
Fri 5/1 (Grades 310 R, 38 M; EOC) 68,146
Mon 5/4 (Grades 310 R, 38 M; 810 W; EOC) 69,665
Tues 5/5 (Grades 30 R, 33 M; 810 W; EOC) 75,023
Wed 5/6 (Grades 310 R, 38 M; 810 W; EOC) 56,244
Thurs 5/7  (Grades 30 R, 38 M; 810 W; EOLC 44,518
Fri 5/8 (Grades 310 R, 38 M; 810 W; EOC) 25,328
Mon 5/11  (Grades 310 R, 38 M; EOC) 39,691
Tues 5/12 (Grades 3L0 R, 38 M; EOC) 17,886
Wed 5/13  Algebra 1, Geometry, Algebra 2 30,678
Thurs 5/14  Algebra 1, Geometry, Algebra 2 18,406
Fri 915 Algebra 1, Geometry, Algebra 2 5,974

Shifts in Administration Policy

Description of Administration Issu&uring the focus group meetings, some district
representatives shared their experiences related to changes in policy implementation that
occurred over time as the FSA administrations continued. They specifically cited the rules and
guidance related to students moving into test sessions inadvertently and earlier than
scheduled. According to the Test Administrator Manual, students that advanbe toeixt test
session should then complete the test session on that day and be permitted the time necessary
to do so.After the completion of testing, school stafeededl 2 F2f f 2 ¢ dzLJ A (K
parent to determine if the test score should be corsiell valid and used given tleents of

the test administration.

Early in the FSA administration windows, district representatives reported that their peers
adhered closely to this polidyecause test administrators were acutely aware of the
seriousnessrad consequences of test administration violations. As testing continued, the
volume of students advancing across test sessions increagech introduced significant test
scheduling complications for many districts. Some districts reported that the astraitnon
rules were loosened in their district to facilitate getting as many students completed as
possible.

EvidenceThe evaluation team began their investigation into this issue by first sharing the
feedback from the district representatives with FLDS&ff members from FLDOE stated that

the official policy related to the movement across test sessions remained as it was stated within
the Test Administrator Manual throughout the spring FSA administrattéosever, éedback

from FLDOE suggests that thepartment regularly resolves this type of issue on a-tgse

case basis after reviewing the extent and cause of the student moving into the next session.
This year, on the first day when the issue was first brought to the attention of FLDOE, the
instruction was to require students who entered session 2 to complete it that day. Later that
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day, the decision was made to allow students who entered the second session due to
technological difficulties to complete testing on a later day. All subsequent casesdeait
with in the same manner and consistent with this decision.

As was previously discussed and is shown in Tables 18, a significant number of students
advanced test sessions earlier than schedw@eddid not complete the test session on that
sameday. Between 41% and 60% of students for Reading moved into the next test session
completed the session on that same day.

In addition to information provided by FLDOE, AIR completed a set of analysesResitiag
andMath FSAs to determine if a consister prominent pattern of differential implementation

of the administration policy could be detected. These analyses looked at the number of
students who completed the entire test in 1 day across the entire testing window (either 2
sessions in one day f&eading or 2 or 3 sessions in one day for Mdtbpking at Figurél, a

spike in the number of students who completed Reading on the first day of the administration
can be observedafter that, no discernible pattern can be observed to indicate a wicdssspr

shift in how the policy was implemented across the state.

Figurel2 providesthe same information for the Math testing windowA small increase in the

latter part of the testing window can be obseryetis important to note that that the figure
indicates a small increase of approximately 100 students over the time frame and that for most
dates, the number of students actually taking the test ragigetween 150,00@&nd 200,000
students Thereforethese numbers indicate rather small percentageshaf students tested.
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Figurell: Number of students completing Reading in 1 day, by date.
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Figurel2: Number of students completing Mathematics in 1 day, by date.

Impact on Other Students

Description of Administration Issu&uring the focus groups, any of the district
representatives raised a concern that the issues encountered during the test administration
could have impacted not only the immediate students encountering problems, but also the
students in the same classroamor testing session District representativeslso expressed a
concern thatmountingadministration difficulties have a detrimental effect on the school as a
whole as individuals may become frustrat&lichfrustration couldmean thatstudentsare not
being placed in a situatiaimat encouragstheir best performance.

EvidenceTo evaluate this concern, AIR conducted a series of regression analyses that focused

2y LINBSRAOGAY I LISNF 2NXI yOSCAT.estkcdresCAIR dza Ay 3 (K
completed this analysis at bothe student and school level. At the student level, they did not

FAYR Iyeé YSIYyAy3IFdzZd RAFFSNByOSa Ay GKS oAt Al
performance. The schotdvel analyses was designed to evaluate if schea! impacts could

be observed within schools that had students impacted by the difficulties with session

movement in both Reading and Math. At the school level, no differences were observed in the
prediction equation across the impacted and Aampacted schools.

Help Desk

Description of Administration Issu&ne of the other persistent issues that arose during the
investigation was concerns about the quality of the Help Desk assistance. As was described
earlier, theTest Standardstate that adequate support must be proed to help resolve any
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testing issues that may arise during the test administration. At the focus group meetings,
district representatives were universally critical of the FSA Help Desk. Discussions included the
difficulties getting through to the Helpesk, the poor preparation of the people who staffed

the Help Desk, and the lack of follow through after questions were submitted to the Help Desk.
Many district representatives also stated that as the test administration continued, they
eventually stoppd even using the FSA Help Dbskauseat was notbeneficial and was

perceivedas a waste of time.

Many district representatives also indicated that the individuals staffing the Help Desk did not
appear to have adequate trainingnany of these individuad were simply reading from a

technical manual, and did not seem to understand the issues that were being encountered. Still
other participants indicated that when they tried to resolve some issues with the Help Desk, the
individuals staffing the Help Dedid not have the appropriate sigon credentials, and were

y2G FotS (2 ¢62N] 6A0K (0KS RAAGNROGA oA GK?2dz
employee.

EvidenceWhile there is no way to gauge the impact of the Help Desk issues on student
performance, the evaluation team did request feedback on the Help Beglart of the online

survey. On that survey, approximately 74% of respondents rated the Help Desk service as Poor
or Exceptionally Poor. On that same question, only 2 of the 54 respondsatsthe Help Desk
service as Good, and none of the respondents rated the Help Desk as Excellent.

Training/Timeliness of Materials

Description of Administration Issu&ne of the persistent issues that arose as a concern during
the investigation was thamany district representatives did not believe they were provided

with sufficient training and information to support the implementation of the FSA. In some
scenarios, this was described as information arriving too late for the district representatives t
adequately respond or train staff members; in other cases, the feeling was that materials that
were delivered were not sufficient or did not supply enough information.

As was mentioned at the beginning of this study description,Tib&t Standardstress that the
sponsors of any testing program are responstblprovide appropriate training and support to
individuals who will be responsible for administering the assessments. Poor or inadequate
training can lead to significant issues within specifstite) locations and can also possibly lead

to serious differences in administration practices across testing locations. Some of the specific
concerns that were mentioned by individuals were focused on 1) the use of calculators, 2) the
text-to-speech featwe that was supposed to be available for Reading and Math, 3) the late
delivery of some training materials, and 4) and the proper administration of Listening items on
the Reading testA description of each of these issugsprovided, along with the eviehce

available for each.
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Calculator Use

Description of Administration Issuédany districts reported a significant amount of confusion
related to the calculator policy. At the beginning of the school year, districts were informed that
students would ot be able to use handheld calculators during the FSA administratistead,
students would need to use the estreen calculator that would be supplied as part of the FSA
administration system. However, after multiple complaints, FLDOE revised thgipolic
December 2014, and allowed some handheld calculators to be used. However, when the policy
was changed, FLDOE did not release a list of approved calcuiastesid FLDOEeleased a list

of prohibited functions that could not be present on calculatased during the administration

The decision nato provide a list of approved calculators was problematic because many
schools had difficulty determining what function specific calculators did and did not have
Schoolsstruggled with making those finedecisions. The lateness of the decision to change the
policy was also problematlecause many students and schools had already purchased
calculatorsif the calculatorshad any of theprohibited functions,studentscould no longer use
them.

Evidenceln the survey of district test administrators, approximately 60% of respondents
indicated that the use of calculatorsuseed some level of difficulty for them during the FSA
administration. As can be seenTiable26, the problemsancludedtest administators allowing
the use of calculators during the administratianddifficulty identifying the appropriate
handheld calculators.

Table26: District Assessment Coordinatd@sirvey Responses Related to Calculator Issues
During the 2015 FSA Administration

Please indicate the types dicalculator]issues that were encountered (check all that apply)

Test administrators permitted calculator use during naralculator 66.67% (22)
test sessions
The district had difficulties identifying approved handheld calctdas 57.58% (19)

The district or schools had difficulties providing approved handhelc 51.52% (17)
calculators

Students had challenges using the onscreen calculator 27.27% (9)

Text-to-Speech Tool

Description of Administration Issuég the beginning oplanning for thespring2015 FSA
administration, schools and districts were informed that a tExspeech feature would be
available for all students who received an oral presentation accommodation on any of the
Reading andath assessments. Howeversjlbeforethe CBT administration windoapened
for Reading and Math, districts were informed that the téxtspeech would no longer be
available.
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FLDOmnformeddistrict by phonestartingon Friday March 27 the administration windovwwas
scheduled to &rt on Monday April 13.&hool districtshadlimited time to adjust their
schedule, develop resources, and prepare test administrators for this chahgeh led to
considerable administrative difficulties for all parties involved.

EvidenceThe diffialty with the text-to-speech feature was discussed at length during the focus
group meetings with district representatives as well as at the Administr&ebrief Meeting

held in TallahasseeOne important issue here is that the guidelines for redalud

accommodations for the FSA were different than what had been used with the FCAT 2.0, so
adjustments were required of schools and districts, which made the last minute shift somewhat
more difficult to manageAs this was primarily an administrative proime¢hat negatively

impacted schools and districts and their ability to prepare for the FSA administration, direct
impacts on students wouldot be expected to be observeddr the subgroup of students who

were approved to use this accommodation

Late Delivery of Training Materials

Description of the Administration Issuoth FDOE and its vendors are responsible for the
delivery of a wide range of training materials and documents to districts in Florida, who are
then responsible for the dissemination dfese materials to their schools and the training of
school representatives. For the 2018 academic year, some evidersigggestshat some
materials were delivered later than normalistrict representativesvere placedn the difficult
position of compting training and setup with very limited timeframes, new system
requirements and many other unknowns that come with the first year of a new program. For
example, the Writing Test Administration Manual was posted for districts more than a month
later than in the 208-14 academic year (January 15, 2015 in the 20%4cademic year, as
compared to November 27, 2013 in the 20148 academic year). Along the same lines, the EOC
Training Materials for the CBT assessments were not delivered until JanuaBi30whereas

in the 201314 academic year, the materials were delivered on October 25, 2013.

Not all materials were delivered latsome materialsvere delivered at the same time as the
previous year. Given that the 2014 academic year is the firstgeof the FSA, some
administrative difficulties are not unexpected. In addititrme evaluation team considered the
delivery of materials during th2010-11 academic year, when the previous iteration of the
Florida assessment program was introdudedcanparing the delivery of the FSA materials to
those delivered in 20121, many of the materials were delivered earlier for the F&Eér

example, the test item specifications for the FSAs were delivered in June and July of 2014. In
comparison, while testem specifications for the Algebra exam for the FCAT 2.0 were delivered
in July of 2010, the remaining Math specifications were deliver&krembeinf 2010, and the
Reading specifications were delivered in January of 2011. The Test Design Summarf & th
was delivered on June 30 of 2014 comparisonthe Test Design summary for the FCAT 2.0
was delivered on September 9 of 2010.
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EvidenceThe difficulty with thdate delivery of materialgvas discussed at length during the
focus group metngs with district representatives as well as at théministration Debrief
Meetingheld in Tallahasse€lhis was primarily an administrative problem that negatively
impacted schools and districts and their ability to prepare for the FSA administrtterefore,
direct impacts on students woulabt be expected to be observed.

Listening Items in Reading

Description of Administration Issuédany school districts reported difficigis with the

Listening items on the Reading te§the primary difficultyhiat was encountered was that if the
headphones were not plugged into the computer being ugedr to launching the secure
browser for the testthe headphones would not wonkhen Listening items were encountered.
In this case, the test administrators hbden instructed to test the headphones prior to the

test starting However,many administrators thought this only had to be completed once with a
given computer, and were not aware thiailing toplug in the headphones at the beginning of
each test couldnterfere with theheadphonedunctioning.

Further complicating these matters, not every Reading session actually contained Listening
items. This left many students with headphones throughout the entire test, without ever
needing the headphones. Thiaused even more disruptidrecausanany studentsvere
uncertain if they had missed the Listening items. For many test administrators, the exact
reason why the headphones were required was uncléese administratorseported that

they had not receiveddequate information or training on how to properly use the
headphones.

EvidenceThe difficulty with the Listening items was discussed at length during the focus group
meetings with district representatives as well as at &dministration DebrieMeeting held in
TallahasseeThis issue alone was not a significant problem for schools and districts; alene
such, we would not expect to see significant impact on students from the Listening items.

However, it does highlight an important component ofstieivaluation. Like the Listening items,
the other items listed here as individuakues around training and material may not rise to the
level of a serious problem that solely compromises the integrity of the assessrhemtsver,

the cumulative effecshould beconsideed as well. On the survey of district test
administrators, more than 50% of the respondents estimated that 10% or more of their
students were impacted by thearious FS£echnology challenges.

It is also important to note that many indduals raised concerns about the preparation of
schools for the FSA administration prior to the administration. In February 2015, school
districts were required to attest to the readiness of the schools in their district for the FSA. This
had been donen previous years and was primarily focused on the systems and infrastructure
of each school. This year, during that certification, 28 school districts included letters raising
significant concerns about the ability of their school district to adminigter-SA. The

concerns raised by district superintendents ranged from needing more resources to administer
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the test, the negative impact on student learning as computer labs were occupied, and the
ability to deliver the tests. Twenty of these letters mmisconcerns about the infrastructure of
their school district or state to deliver the FSAS of these lettersraised concerns about

student familiarity with the CBT delivery system and that they had not received adequate time
to understand the system, @anl4 of these lettersmentioned that schools had not had

sufficient time to prepare for the FSA.

Findings

The 201415 FSA test administration was problematssuesvere encountered on just about
every aspect of the computdrased test administrationgrom the initial training and
preparation to the delivery of the tests themselveBhe review of test user guides and test
administration guides indicate that the intended policies and procedures for the FSA were
consistent with theTest StandardsHowe'er, & revealed throughout the survey and focus
groups with district representativethe administrationdifficultiesled toa significant number
of students notbeingpresented with a test administration model that allowed them to
demonstrate their knowldge and skills on the FSA.

Looking at the statewide data, a somewhat contradictory story emeif@spercentage of
students that can be identified as directly impacted by any individual test administrations
problem appearso be within the 26to 5%range, depending on the specific issue and test.
Because of these discrepancies, the precise number of students impacted by these issues is
difficult to define, and will always be qualified by the precise definition of the term impact and
on the data availalel. Despite these reservations, the evaluation team does feel like they can
reasonably state that thepring 2015dministration of the FSA did not meet the normal rigor
and standardization expected with a higtakes assessment program like the FSA.

Commendations

1 Throughout all of the work of the evaluation team, one of the consistent themes
amongst people we spoke with and the surveyas the high praise for PIOE staff
members who handled the dap-day activities of the FSA. Madigtrict
representatvestook the time to praise their work ani@ point out that these HFROE
staff members went above and beyond their normal expectations to assist them.

Recommendations

Recommendation 4.1 FLDOE and its vendsteuldbe more proactive in the event of test
administration issues.

Standard 6.3 from the Test Standards emphasizes the need for comprehensive documentation
and reporting anytime there is a deviation from standard administration procedures. It would
be appropiate for FIDOE and its vendors to @i contingency plans that more quickly react to
any administratiorrelated issues. These steps could include policies such as consultation with
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state TAC members, enhanced communication with its constituents, and validity agendas that
directly address anpossible administration related issuds. addition, when issues are
encountered during an administration, it would be advantageous of FLDOE and its vendors to
begin explorations into the related impacts immediately.

Recommendation 4.2 FLDOE and its p8Anersshouldengage with school districts in a
communication and training program throughout the entire 2015 academic year.

Given the extensive nature of the problems with @2@1415FSA administratics) there is now

a loss of confidence in FLDQE vendors, and the FSA program. Many individuals expressed
extreme frustration at the difficulties that were encounteraddthe apparent lack of action

despite their extensive complaints. The individuals who have expressed these concerns are not
indvA Rdzk £ & ¢ K2 O2dz Ri D0 Adyididaaie2iio ddoRsuppdrt thé | y i A
FLDOE. Instead, these individuals have worked on the ground of the Florida statewide testing
program and now have serious doubts tmatistbe addressed.

Recommendatiort.3 FLDOE should review and revideetpolicies and procedures developed
for the FSA administration to allow the test administrators to more efficiently deliver the
test, and when required, more efficiently resolve any test administration issues.

Test adnmistration manuals and other training materials for all FSAs should be reviewed to
determine ways to more clearly communicate policies such as the transition from one test
session to the next. In addition, test administrators need to be provided witle mioe to
review and understand the procedures prior to the administration

The process for handling any test administration should also be addressed. Many individuals
with whomthe evaluation team spoke described an onerous protessibmitany request to

the FSA Help desk, involving the test administrator, the school administrator, and finally the
district administrator. In addition, many others described needing to be in the room itself
where the test administration was occurring to resolve certagues, which disrupted not only
the immediate student(s) impacted, but other students in the room as well.

The FSA Help Desk also needs to be evaluated and procedures need to be put in place to make
it more productive. Help Desk employees should beariamiliar with the FSA and should be
equipped with the appropriate access to efficiently work with schools and districts that have
encountered a problem.
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Study 5: Evaluation of Scaling, Equating, and Scoring
Study Description

In conducting this stuy the evaluation teanplanned toreview seven sources of evidence
through a review of documentation and conductingpiarson and virtual interviews with staff
at FLDOE anghartner vendorsThese sources of evidence were

1 Review evidence of content valigitollected by the program for the following:
o Qualified subject matter experts
0 Appropriate processes and procedures
0 Results that support claims of content validity
1 Review rationale for scoring model, analyses, equating, and scaling for the following:
o0 Evidence that supports the choice of the scoring model
o Implementation and results of the psychometric analyses
o Design, implementation, results, and decision rules for equating
o Design, implementation, results, and decision rules for scaling for total scores
anddomain or subscores
1 Review psychometric characteristics of the assessments for the following:
0 Analyses of reliability, inclusive of standard error of measurement
o Decision consistency and accuracy
0 Subscore added value analyses
1 Review psychometric charactstics of subgroups for the following:
o Psychometric performance of assessment items for reporting subgroup
performance (e.g., reliability of subgroups, differential item functioning)
1 Review evidence of construct validity collected by the program
1 Review evidnce of criterion validity collected by the program for the following:
o ldentified criterion variables and related studies
1 Review evidence of testing consequences collected by the program

Sources of Evidence
The following documents served as the primaryrses of evidence for this study:

1 Florida Standards Assessment 2245 Scoring and Reporting Specifications Version
1.0

1 2015 Calibration and Scoring Specifications

1 Handscoring Specifications: Florida Standards Assessments ELA Writing Spring 2015 &
Fall D15

1 Mathematics Test Design Summarypdated 1124-14

1 ELA Test Design Summarypdated 1124-14

1 Summary of Daily Calibration Call Process
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Proposed Plan for Vertical Linking the Florida Standards Assessments

FSA Assessments Approval Le&y1h

Florida Deprtment of Education Early Processing Sample Design

Constructed Response Scoring Patents

Automated Essay Scoring information from AIR FSA proposal communications
Master Data Files for each test (includes calibration data) files

=4 =4 4 -4 A8 2

Study Limitations

Information needed to fully evaluate the processes and data included in this study was not
available. Areas for which analyses and development of related documentation is ongoing
includes:

1 Subgroup psychometric characteristics
1 Subscore added value analyses, decismmsistency, and measurement precision

Areas for which analyses and development of related documentation is not available includes:
1 Criterion evidence collected by the program
1 Evidence of testing consequences produced by the program

Additionally, the ealuation studies related to the test items (Studies #1 and #6), and the test
blueprints (Study #3) focused on a review of the evidence related to content validity. Therefore,
the majority of the work for this study focused on a review of psychometric madeting,

analyses, equating and scaling.

Industry Standards

The activities included in this study take raw student data, assign score values to them and,
then translate that information into readily used information for the various uses of the
assessmet ® ¢ KSaS FOOGAGAGASE FNB SaaSyaalrt G2 GKS
utility.

As is true of each aspect of this evaluation, Tiest Standardserved as a primary source when
considering the scoring, calibrations, equating, and scalitigegoFSA assessments. These
activities are technical in nature, and tiest Standarddo not provide much detail related to

the various psychometric methods that can be used; therefore, other source documents were
utilized as well. These sources inclummks devoted to each of the activities that are included
Ay (GKAA aldzRe f ATesBEquang, Scaling, shi LinkingS\ethody dddi Practice
(2004).

While theTest Standarddo not provide preference or evaluation of various psychometric or
statistical models, several standards call out the importance of processes, protocols and
documentation related to the scoring, calibrations, equating, and scaling of assessments.
Specifically, Standards 6.8, 6.9, and 12.6 state the need for formal andogelinented scoring
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practices, including information related to accuracy and quality. Standard 5.2 notes the need
for thorough documentation related to the selection and creation of score scales.

These Standards, their accompanying narratives, and vasgemal texts from the field of
measurement were used to evaluate the processes and, where possible, the results of the FSA
program related to scoring, calibrations, equating, and scaling. The following section describes
this evaluation effort.

Florida Sandards AssessmentdProcesses and Evaluation Activities
Scoring

Depending on the item types administered, scoring can consist of a variety of procedures. For
multiple-choice items and some technolegyhanced item types where students select
responses frongiven options or manipulate stimuli, scoring is typically done in a
straightforward manner using computer systems. For other item types that require students to
generate an answer rather than select an answer from options provided, scoring is done by
computer, through human raters, or a combination of scoring methods (Williamson, Mislevy, &
Bejar, 2006). FSA employs each of these types of scoring as described below:

1 Multiple-choice items on FSReading andviathematicstests are computer scored.

o For the computer-based test§CBT,) student responses are passed from the test
administration system to the scoring system.

o For the papetbased tests, student responses are scanned from the answer
documents into the scoring system.

1 Technologyenhanced items on FSAmputer-basedReading andVath tests are
computer scored. In some casedylath-driven algorithm is used to score some items
(e.g., those that require students to plot on a coordinate plane).

1 The essay items on the FBAiting test were scored by trained man raters. Each
student response received two scores. For most grades, both scores were provided by
human raters. In grades 8 and 9, student responses received one score from a human
rater and one score from an automated computssed scoring engine.

Fa the evaluation activities, FLDOE, along with the FSA testing vendors AIR and DRC, provided
a number of documents that describe the scormegated activities. This included some

information related to the computebased scoring algorithms and scoring ieeg specifically

from patents and FSA proposal communications. In addition, DRC provided thsdaindy
specifications for the human rater scoring process, which outlined the training, processes, and
quality control procedures related to the human sowriof student essay responses. Alpine
reviewed these documents and discussed details of these procedures during several meetings,
including an iperson meeting with FLDOE, AIR, and DRC on July 13 and 14 in Washington, D.C.
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Calibrations

An important stepn the analyses procedures is to complete calibrations (i.e., psychometric
analyses to determine empirical performance) of the administered items. These analyses are
conducted by applying one or several statistical models to the data and using these noodels
provide a variety of information including the difficulty level of items and the degree to which
the items distinguished between high and low performing students (i.e., item discrimination).
Data from these calibrations are then used to evaluate théqrarance of items using

statistical criteria. Any items that are identified based on these statistical criteria are reviewed
by psychometricians and content experts. If needed, items may be removed from the scored
set meaning that they would notimpact RISy 1 a Q &a 02 NK a4 @

Ideally, data from all students across the state would be used to conduct calibration activities.
As is commonly observed in practice, the FSA administration and scoring schedules required
that a sample of student data be used for calibraidor some tests. For these grades and

content areas, the samples were created to represent the full population of students by
considering variables like geographic region, school size, gender, and ethnicity. AIR and FLDOE
provided documentation relatedotthe sampling plans and implementation as part of the
evaluation.

For the FSA, three different item response theory (IRT) models were used for the calibrations,
depending on the item types as follows:

1 For multiplechoice items, the parameter logistic (8L) model was used.

1 For dichotomous items, (i.e., those scored right or wrong) where student guessing was
not relevant, the Zparameter logistic (2PL) model was used.

1 For polytomous items (i.e., those with multiple score points), the generalized partial
credit (GPC) model was used.

Results of these model applications were reviewed by AIR and FLDOE staff to evaluate model fit
by item. Model choice adjustments were made, as needed, based on the results.

Calibrations were completed primarily by AIR staff #reh verified by FLDCEs well agHuman
Resources Research Organization (HumRR@®Buros Center for Testifgvo independent
organizatiors contracted by FLDOE to provide quality assurance services. Once the results of
calibrations from each of these grpsi matched, AIR and FLDOE reviewed the item statistics,
specifically considering statistics related to model fit, item difficulty, item discrimination,
distractor analyses, and differential item functioning (DIF). AIR and FLDOE then met regularly to
reviewthese statistics, flag items for review, rerun calibrations, meet with content experts as
part of the review process, and make final itéewel scoring decisions. AIR and FLDOE provided
Alpine with the specifications for the calibration analyses, a surgrofithe review activities, as

well as a log of the items that were flagged and the associated faljpactions.
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Calibration activities were done in several stages in support of different program aspects. These
activities included calibrations for the gable (as opposed to unscored or field test) items, for

the development of the vertical scale, and for the field test items that will be considered for use
on forms in future years. The calibrations for the scorable items were completed early enough
in the study to be included within the evaluation. Other calibration work was ongoing or not
completed in time for inclusion.

Equating

Equating is commonly done when multiple forms of the san
test are used either within the same administration or over
time. Through statistical processes, equating assures that
scores across test forms can be compared and that student
performance can be interpreted relative to the same
performance or achievement standard regardless of the
individual items they experience.

OEquating iis-a statistical
process thatisused tojadjust
scores-on testforms-so that
scores-on the forms:can-be
dza& 'SR rchAnY-0hS NDIK I
& Brennan,’2004; p.2).

Becaus 201415 was the first year of the FSA program and because only one form was
developed and administered for most grades and content areas, equating was not needed for
most tests. In a few areas, specifically Algebamd accommodated test forms, equatings
employed.

Unlike other grades and content areas that only had one FSA test form, three forms were
developed and administered for Algebtaln addition to Algebra, equating was also needed

for paperbased accommodated test forms. For those testeretthe primary test

administration mode was computer, the creation of accommodated forms included the review
and consideration of the item functionality in a pagssed format. Some items required
modifications to adjust for the differing administratiomodes. Some other items, primarily
technologyenhanced items, could not be adapted for pajparsed administration without
modifying the content or skills assessed. Because of these differences in items across the
computerbased and papebased accommodatefibrms, equating is needed to adjust the

scores and make them comparable across these forms.

Specific steps within the equating process are related to the score scale on which results are
reported as well as the performance standards on the test. As ixitbesl in the next section,

the scaling work is ongoing for FSA. In addition, standard setting meetings, which are used to
set performance standards, had not yet been completed. Because the scaling and standard
setting activities were ongoing, additionabrk related to equating remains to be completed.
Therefore, a full evaluation of this work was not available for this study.

Scaling
wkg a02NBax 2N ydzyoSNJ O2NNBOG aO02NBaszx al NB
Ay G SNLINS G I 0 Aoferk &iB¥enrar, 208402 A H listcredtioh of score scales can be
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done in a wide variety of ways depending on the intended purpose and uses of the scores.
FLDOE has chosen to place FSA scores for grddeEI[3A and grades83Viath on vertical

scales. Witha vertical scale, student performance across grade levels is reported on one
continuous scale in an attempt to support cragsde interpretability of scores. This contrasts

to horizontal scales, which do not connect performance across grade levelseiiét bf a
GSNILAOFKE aoFrtsS Aa GKFG AG Aa AYydSYRSR (2 LINRO
development and progression over time.

As is common in vertical scale development, considerations for the FSA vertical scale began
during theconstruction of test forms. In addition to the set of items used to generate student
scores, FSA test forms also included a small subset of embedded items for the purpose of field
testing or other development activities (e.g., the development of the vairgcale). While

students received the same set of scorable items (except for Aldedmd accommodated
paperbased test forms), the items used for field testing or development activities varied.

Some students completed the embedded items whose purpasetive development of the

vertical scale. These vertical scale items included items that weggaite level as well as

those from the grade level above and below that of the test. For example, the grade 5 vertical

scale items included items from grade4and 6. The student performance on these vertical

scale items served as the basis of the FSA vertical scale development. The selection of vertical
scale items included review of content and statistical criteria. After the administration, these

items wee again reviewed based on item statistics. AIR and FLDOE provided the vertical scale
development plan for the FSA, and through several meetings, Alpine gained additional
AYTF2NXYEFGA2Y NBfFGSR G2 GKS RSGIFAf a ummaryiobKS LI |
preliminary results for théath vertical scale.

Findings

Based on the documentation and results available, Using theTest Standardsas well-as
acceptable procedures were followed and sufficient | gther prominenttexts like:Kolen
critical review of results was implemented. In addition,| and Brennan (2004):FSA policies
FLDOE and AIR solicited infrom industry experts on | ang procedures forscoring,
various technical aspects of the FSA program through| ¢jiprations,-and scaling-were
YSSiAy3a ¢AUK UKS C[5h9Q compared:to industry practice. A a2 NE
Committee (TAC). In addition to formal meetings with
the full TAC, FLDOE and AIR also sought input from
individual TAC members re&t to specific program details and results as data analyses were
ongoing.

It is worth noting that a good deal of work related to these activities is ongoing or yet to be
conducted.
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Commendations

1 Although AIR committed to the development of the FSA @moygwithin a relatively
short timeframe, the planning, analyses, and data review related to the scoring,
calibrations of the FSA (i.e., the work that has been completed to date) did not appear
to be negatively impacted by the time limitationighe procedursoutlined for these
activities followed industry standards and were not reduced to fit within compressed
schedules.

Recommendations

Recommendatiorb.1 Documentation of the computetbased | standardi12.6:
scoring procedures, like those used for some of the FSA Documentation-of idesign,

technologyenhanced items as well as that used for the models-and scoring algorithm
essays, should be provided in an accessible manner to shouldbe proided for tests
stakeholders and test users. administered-and scored:usin
It was expected that the documentation for the scoring, multimedia orcomputers.

calibration, equating, and scaling activities would be
hampered by the thing of the evaluation and the ongoing program activities. For example, it
was not a surprise to the evaluation team to receive complete planning documents but no
formal technical report related to these activities as they were occurring concurrienthe
study. Howevercomputerbased scoring technolodiiat AIR implemented for FSA has been
used elsewhere with other states and assessment progrdinerefore, the documentation
around these scoring procedures should already exist and be available fow revimmats

that are readily accessible to stakeholdéesy., scoring algorithms for FSA technotogy
enhanced items was embedded within patent documerit$ke limited availability of this
information only serves to introduce questions and speculation aboeliprocedures that are
used and their quality.
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Study 6: Specific Evaluation of Psychometric Validity
Study Description

To evaluate the specific elements of psychometric validiuested by FLDOthe evaluation
team revieweddocumentation regardingevelopment activities using criteria based on best
practices in the industry. To supplement the information contained in documentaherteam
conductedin-person and virtual interviews with FLDOE aadtner vendorgo gather
information not includedn documentation or to clarify evidence. The following elememtse
planned for inclusion within this study

1 Review a sample of items from each grade and subject for the following:
o Content, cognitive processes, and performance levels of items relative to
standards as described in course descriptions
o Design characteristics of items that reduce the likelihood that the student
answers the question correctly by guessing
o Evidence of fairness or bias review
1 Review psychometric characteristics of items for thiéofeing:
o Item difficulty results with an acceptable range of parameters
o Item discrimination results with an acceptable range of parameters
o Option analyses for functional item response characteristics
o Empirical evidence of potential bias such as differénmtgmn functioning
1 Review the linking processes for Algebra 1 and Grade 10 ELA td20&8ults for the
following:
o Assumptions for the linking studies
o Design of the linking studies
0 Results and associated decision rules applied in the linking studies
o Comnunication reports regarding the linking and the information to schools and
other Florida constituents

Sources of Evidence
The following documents served as the primary sources of evidence for this study:

1 Florida Standards Assessment 2205 Scoring anddporting Specifications Version
1.0

Mathematics Test Design Summarypdated 1124-14

ELA Test Design Summarypdated 1124-14

2015 Calibration and Scoring Specifications

Master Data Files for each test (include calibration data)

FSA Assessments Apprblzag

= =4 4 -4
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Study Limitations

The program documentation and activities permitted the completion of this study as intended
and originally designed.

Industry Standards

In the review of item statistics and the resulting decisiaking, the various criteria usetthe
process of the item evaluation, the student sample from which the data were obtained, and
evidence of the appropriateness of the anadygrocedures should all be wdlbcumented in
adherence to Standard 4.10.

When scores from different tests or telstrms are linked, as was
done for FSA grade 10 ELA and Algélseores to those of FCA]
2.0, Standard 5.18 highlights the importance of documenting |
procedures used, appropriate interpretations of the results, ar
the limitations of the linking. In adkibn to this guidance from
the Test Standards, recommendations provided by Kolen and
Brennan (2004) were also used, specifically in the evaluation
the linking procedure implemented.

Standard-5.18:When
linking procedures areusec
to relate scores on:tests-or
test formsithat-arenot
closelyparallel;ithe
construction, intended
interpretation, and

limitations of those!linkings
Standard 5.18: When linking procedures are used to relate | ghoyidibe described clearly

scores ondsts or test forms that are not closely parallel, the
construction, intended interpretation, and limitations of those linkings should be described
clearly.

Florida Sandards AssessmentsProcesses and Evaluation Activities

As outlined by the state, the foswof this study is psychometric validity, specifically related to

the FSA item content, the item statistics and technical qualities, and the procedure used to link
the grade 10 ELA and Algeldracores to those from FCAT 2.0 in support of the mandated
graduation requirement. There is significant overlap between the evaluation of the item

content as requested for this study and the evaluation activities for Study 1. Rather than repeat
that information, the reader should refer to Study 1 for the Sources wleBee, FSA Processes,
and Evaluation Activities related to FSA test item review. The following sections separately
describe the remaining two aspects of the this study, the review of item statistics and qualities
and the procedure used to link FSA and F@A scores, and the associated evaluation

activities.

ltem Statistics

In addition to reviewing item statistics paministration based on field test data (see Study #2
for more detail on how this was done for FSA), it is also typical to review iterstismafter the
operational administration of the test forms and prior to the completion of scoring activities.
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For FSA, this step was of increased importance, as it was the first occasion to review statistics
based on Florida student data as the fieldttevas conducted in Utah.

After the spring 2015 FSA administration, AIR and FLDOE scored the items and ran a number of
analyses to permit review of the psychometric characteristics and performance of the items.

The review of item statistics included cahsiation of item difficulty, distractor analyses, item
discrimination, differential item functioning (DIF) by ethnicity, gender, English language learners
(ELLs), and students with disabilities (SWD). The criteria used for flagging items are as follows:

1 Pvalue < 0.20 (item difficultysee Appendix A for a definitipn

1 P value > 0.90 (item difficultgee Appendix A for a definitipn

1 Point biserial for distractor > 0 (distractor analysise Appendix A for a definitipn
1 Point biserial for correct answer <2 (item discrimination)

1 DIF classification = C

In addition to these statistics, the statistical model fit was also evaluated for each item. Flagged
items were reviewed together by AIR and FLDOE staff, including both psychometricians and
content expertsio determine if the items could be included for scoring.

The details of this postdministration review process were outlined within the 2015 Calibration
and Scoring Specifications document. Additionally, FLDOE provided a description of the process
that was used to review flagged items during daily phone calls between AIR and FLDOE
throughout the review period. AIR and FLDOE also provided the evaluation team with the FSA
Assessment Approval Log which lists the flagged items, the reasons for flaggingalthe fi

decision regarding the item use, and the justification for this decision.

Based on the criteria and processes used to review the statistical qualities of the items, the
evaluation team found no cause for concern regarding the FSA items. The procedures
implemented by AIR and FLDOE to review items-adstinistration follow those commonly
used in similar assessment programs and adhere to the guidance provided by industry
standards.

Linking of Horida StandardsAssessment® FCAT 2.0

Per Florida statute103.4282, students must pass the statewide assessments for grade 10 ELA
and Algebrdl in order to earn a standard high school diploma.

As is common in assessment development, the passing scores or standard setting activities
were scheduled to permit timeof postadministration analyses and incorporation of data into
the process. This schedule meant that the FSA standard setting activities would not occur until
late summetfearly fall2015, months after the administration of the grade 10 ELA and Aldebra
assessments in the springo meet legislative requirementan interim standard for the spring
2015 administrationvas used based on the linking of the FSA and FCA@s&s0
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Evaluation of FSA Final Report

AIR and FLDOE evaluated several options to determine the interin per Elorida statute
standards andansulted with members of the Technical Advisory | 10034282 students
Committee (TAC) as well as an expert specializing in assessment| st pass the

the law. Equipercentile linking of the cut scores from FCAT 2.0t0 | iatewide assessment:
was selected as the approach for establishing the interim cut scorg o grade10-ELA-and
Described simply, this process uses the percentile rank associateqd ajqebrat in order to
with the passing score on the FCAT 2.0 test in 2014 and finds the
score on the FSA that corresponds with that same percentile rank
(Kolen & Brennan, 2004).

AIR and FLDOE provided the easibhn team with the calibration and scoring specifications
which outlined the planned procedures for conducting the linking. In additiaring a meeting
on July 13 and 1i#h Washington, D.C., the groups discussed the steps taken to evaluate the
availableoptions, seek technical guidance from experts in the field, and select the
equipercentile linking method.

From a psychometric perspective, this method of linking the two assessments is less than ideal
because it is based on important assumptions that dests are constructed using on the

same framework and test specifications in order to support interpretations of equivalency of
the resulting scores. The most apparent violation of this assumption, although not the only one,
is the difference in contentdtween the FCAT grade E8ading test and FSA grade 10 ELA test
which includes botlReadingand Writing. The alternative and preferred solution would be to

reset the passing standard given the differences between the previous and new assessments.
While this action will be takert;:lorida legislation required that an interim passing score, based
on the link of FSA to FCAT 2.0, be usedhe spring 2015 FSA administration rather than delay
reporting until after standard setting activities. Given this decistbe methodology applied in

this instance was implemented out of necessity. FLDOE and AIR chose a process that met the
needs of the FSA program using an acceptable, although less than ideal, solution given the state
requirements.

Findings

Based on a regiv of both the item statistics and the score linking procedures, FLDOE and AIR
appropriately and responsibly managed the psychometric activities of the FSA within the given
program requirements. The poestdministration review of the technical qualitiestble FSA

items adhered to industry standards and therefore does not present cause for concern. In
regards to the linking of scores for grade 10 ELA and AldelflaDOE and AIR implemented a
solution that served the purpose and requirement determined bydtage. Concerns stemming
from the psychometric approach and the soundness of the results were openly communicated
and discussed with FLDOE.
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