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Validating FCAT Reading,  Mathematics and Science Scores – Steps in the Process

1. Establishing the Answer Key. Teams of Florida Educators review each test item and determine the correct answer.  This is used to assemble the answer key.  

2. Investigating the Answer Key.  All test items are tried out with students and the results are analyzed.  In order for an item to be used on FCAT, it must have a positive point biserial statistic.  That is, the majority of students who attain high “total” scores must choose the correct answer.  

3. Verifying the Answer Key.  When items are selected for FCAT, the answer key is verified using several methods.  

· Method 1: Before the test is printed, two people take each test and answer the questions.  A third person compares their answers to the key established via Steps 1 and 2.  Discrepancies are resolved and corrections made as necessary.

· Method 2: A key is generated from the electronic item bank and compared to the established answer key (Steps 1 and 2). Discrepancies are resolved and corrections made as necessary.  The electronic version of the answer key is used in the automated scoring processes.  

· Method 3: After the test is printed, one or two people take the test and answer the questions.  Their answers are compared to the electronic file used in the automated scoring processes. Discrepancies are resolved and corrections made as necessary.

4. Test Construction:  Every year, a set of test items are selected by Department and contractor content experts and psychometricians using numerous content and statistical guidelines which ensure that the new tests will be similar to the previous year’s tests. This process includes pre-equating, which increases the efficiency of the post-equating explained in item number 9 below.  In other words, FCAT employs a doubly equating process for ensuring that FCAT tests and scores are comparable across years.    

5. Scanning Student Responses: After students take FCAT, their answer sheets are scanned into an electronic file.  The accuracy of scanning is checked by comparing a sample of actual student answer documents to the electronic “scan file” to determine that exactly what was marked by students was scanned and transferred to the electronic file format. Discrepancies are identified, programming is corrected and documents are scanned again as necessary.  

6. Machine Scoring of Student Responses: Student responses to multiple-choice and gridded-response items are scored using computer programs.  A student’s responses are compared to the answer key and scored as either right or wrong based on that comparison.  

7. Handscoring of Written Responses: A student’s written answers are graded by scorers who have been trained to score using the criteria established by teams of Florida educators.  Scorers must have a college degree and must qualify to score FCAT by scoring a series of training and qualifying student responses accurately and reliably.  In addition, team leaders “read behind” each scorer and scorers are periodically given papers that have been previously scored to monitor the accuracy of their scoring.  If checks indicate a scorer is not applying criteria accurately, the previous scores they assigned are deleted and the scorer is retrained. If retraining is not effective, the scorer is dismissed.
8. Calibration – Converting from Raw Scores: An electronic file of student responses is created and submitted for calibration processing using logistical trait methods. The calibration processes are independently verified by three independent organizations.  In 2010, the DOE, Pearson, and HumRRO separately performed these analyses; each using independently developed computer programs. Results were verified as accurate by all three organizations. 
9. Equating – Making Scores Comparable Across Years: After calibration values are obtained, the values obtained for the anchor or linking items (items used in previous years) are used to make the difficulty level of the total test equal (equated) across years.  It is important that it not be easier or harder in one year to get a level 2 score, for example, than in a previous year. In 2010, the DOE, Pearson, and HumRRO separately performed these analyses; each using independently developed computer programs. Results were verified as accurate by all three organizations and an independent audit by the Buros Center for Testing confirms these findings.
10. Checking All Students’ Test Scores: After steps 1-9 are verified using randomly selected samples of students, the correctness of the scores given to all students are verified.  Scoring programs are run by the Department’s contractor (Pearson) and each test is assigned a score.  The Department and HumRRO staff then run scoring programs developed independently of the contractor to verify the scoring of all tests, including the assignment of final scores to the hand-written responses. Discrepancies are identified, programming is corrected, and student scores are generated again as necessary.

11. Checking Reports: The Department’s contractor (Pearson) produces the student results files and produces files with the average scores for all schools and districts. The Department verifies the reports using independently developed computer programs and hand checking of samples of schools and districts. This review of files is also independently conducted by a third party, currently Florida State University’s Center for Learning and Assessment. Discrepancies are identified, programming is corrected, and reports are generated again as necessary. When all checks are complete and the Department’s reports agree with the contractor’s reports, data are printed and distributed.  
12. Checking Anomalies Reported by Districts: It is routine for the Department to check results any school or district believes to be inaccurate.  These checks usually occur after schools and districts have had an opportunity to review their data. Checking activities usually involve verifying that the student’s answer document was scanned properly, verifying that the correct answer key was applied, verifying that the correct scoring process was used for the hand-written items, and finally verifying that the correct scores were assigned to the student’s test.  If problems in scoring are discovered, adjustments are made.  For example in 1999 a scanning problem was detected and corrected based on a report from Pinellas County.  Although not a statewide problem, scores had to be corrected and reprinted for a substantial number of schools.  
13. Checking Test Administration Anomalies: As a part of the data verification and scoring, the Department ensures that all released test results are an accurate depiction of student ability. The Department and its contractor implement multiple strategies to identify student or adult activity that would lead to inaccurate scores as a result of cheating, tampering, assisting, or other inappropriate behavior prior to, during, or following the administration of state assessments. Currently, the Department conducts analyses of matched response patterns, multiple-mark frequencies, erasures, year-to-year school level performance, and monitors activity as reported by Florida school districts and citizens. 
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